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Abstract
Under suitable growth and coercivity conditions on the nonlinear damping operator
\( g \), we establish boundedness or compactness properties of trajectories to the equation
\[
\ddot{u}(t) + g(\dot{u}(t)) + Au(t) = h(t), \quad t \in \mathbb{R}_+,
\]
where \( A \) is a positive selfadjoint operator and \( g \) is a nonlinear damping operator. The
compactness results are used to prove the existence of almost periodic solutions when \( h \)
is almost periodic, and to generalize some recent results of Chergui and Ben Hassen-Chergui concerning convergence to equilibrium when a nonlinear term depending on \( u \)
is added and \( h \) dies off sufficiently fast for \( t \) large.
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1 Introduction.

In this paper we investigate the asymptotic behavior of solutions to the equation

$$\ddot{u}(t) + g(\dot{u}(t)) + Au(t) + f(u(t)) = h(t), \quad t \in \mathbb{R}_+, \quad (1.1)$$

where $V$ is a real hilbert space, $A \in L(V,V')$ is a symmetric, positive, coercive operator, $g \in C(V,V')$ is monotone, $f$ is a gradient operator satisfying some appropriate conditions and $h$ is a forcing term. We are especially interested in the two following cases

1) $f = 0$ and $h$ is almost periodic.

2) $h$ tends to 0 sufficiently fast at infinity in $t$ and $f$ is the gradient of an analytic functional or more generally the gradient of a potential satisfying the Łojasiewicz gradient inequality in a sense which will be specified later.

Case 1) has been intensively studied in the Literature, covering the following topics: existence of almost periodic solutions, asymptotic behavior of the general solution, rate of decay to 0 of the difference of two solutions in the energy space in the best cases, cf.e.g.

[1, 5, 6, 12, 15, 14, 24, 19, 25]. Until now, although boundedness of trajectories for $t \geq 0$ is sufficient in the linear case and when $h$ is time-periodic, the treatment of the general case has always required the existence of a precompact trajectory, and the problem is that it is difficult to distinguish between different trajectories at this level: if we were able to exhibit a precompact orbit without knowing anything about the others, it would mean that we can (by going to the positive $\omega$-limit set) localize an almost periodic orbit and this is precisely what becomes impossible in the nonlinear case. Therefore we are condemned to prove compactness of all trajectories or nothing (note that for $g$ tangent to 0 at the origine, extra regularity of the initial state or even of the forcing term will not help when $t$ becomes large). Another difficulty is the following: if the existence of bounded trajectories can be proved by combining a coerciveness property of $g$ “at infinity” with some growth restrictions, compactness requires a global, uniform kind of coerciveness. In the past more and more general compactness results have been obtained, but only when $g$ is a Nemytskii type operator. When $g$ is a non-local operator or involves differential operators in space, the theory remained to be done: this is the main object of the present paper.

For case 2), compactness is the vital starting point. In the past several significative advances have been done, cf.e.g. [21, 16, 17, 18, 20, 11, 9, 10, 2, 3, 4], the other tool here being the Łojasiewicz gradient inequality [22, 23]. But here even the case $h = 0$ is non-trivial since the set of equilibria needs not have any particular structure except for the restrictions induced by the existence of a Łojasiewicz inequality : we know for instance in advance that the potential energy is constant on continua inside the set of equilibria, a property which can fail for $C^\infty$ and even Gevrey potentials. The fact that precompactness of trajectories had been proved only for Nemytskii type damping operators limited until now the convergence results with non-linear damping to those damping operators. Therefore the second innovation of this paper is to contain the first convergence results in case 2) in presence of a non-local damping term.
The plan of the paper is as follows: In Section 2, we introduce the basic tools used in the statements and proofs of the main results. Section 3 is devoted to the initial value problem for (1.1). Sections 4 and 5 contain the statement and proof of the boundedness result and the compactness result, respectively. Sections 6 and 7 contain respectively the statement and proof of the asymptotic almost periodicity and the semilinear convergence result, respectively. Finally Section 8 is devoted to the application to PDE models with non-local damping terms.

2 Some useful tools.

In this section, we collect quite a few results of general interest which will reveal essential for the proofs of our main results. We also need to recall the definitions of some well known mathematical objects as well as their basic properties in the exact functional framework that shall be used in the main sections containing our new results.

2.1 Monotonicity theory

Let $\mathcal{H}$ be a real Hilbert space endowed with an inner product $\langle \cdot , \cdot \rangle_{\mathcal{H}}$. We recall that a map $A$ defined on a part $D = D(A)$ with values in $\mathcal{H}$ is monotone if

$$\forall (U, \hat{U}) \in D \times D, \quad \langle AU - A\hat{U}, U - \hat{U} \rangle_{\mathcal{H}} \geq 0.$$ 

In addition $A$ is called maximal monotone if

$$\forall F \in \mathcal{H}, \quad \exists U \in D(A) \quad AU + U = F.$$ 

The following result is well-known (cf. H. Brezis [7]).

**Proposition 2.1.** if $A$ is maximal monotone, for each $T > 0$, each $U_0 \in D(A)$ and $F = F(t) \in W^{1,1}(0,T;\mathcal{H})$ there is a unique function $U \in W^{1,1}(0,T;\mathcal{H})$ with $U(t) \in D(A)$ for almost all $t \in (0,T)$, $U(0) = U_0$ and such that for almost all $t \in (0,T)$

$$U''(t) + AU(t) = F(t). \quad (2.1)$$

In addition if for some $\hat{U}_0 \in D(A)$ and $\hat{H} \in W^{1,1}(0,T;\mathcal{H})$ we consider the solution $\hat{U} \in W^{1,1}(0,T;\mathcal{H})$ with $\hat{U}(t) \in D(A)$ for almost all $t \in (0,T)$, $\hat{U}(0) = \hat{U}_0$ of

$$\hat{U}''(t) + A\hat{U}(t) = \hat{F}(t)$$

then the difference satisfies the inequality

$$\forall t \in [0,T], \quad |U(t) - \hat{U}(t)| \leq |U_0 - \hat{U}_0| + \int_0^t |F(s) - \hat{F}(s)| ds$$

This proposition allows to define by density, for any $U_0 \in \overline{D(A)}$ and $F = F(t) \in L^1(0,T;\mathcal{H})$ a weak solution of (2.1) such that $U(0) = U_0$, cf. H. Brezis [7].
2.2 A class of nonlinear operators

In the applications to non-local dissipations we shall use the following simple inequalities. Let $X$ be any Hilbert space with norm denoted by $|.|$ and inner product by $\langle , \rangle$. Then for any $\alpha > 0$ we have

Lemma 2.2.

$$\forall (v, w) \in X \times X, \ |v|^\alpha v - |w|^\alpha w| \leq (\alpha + 1) \max\{|v|, |w|\}^\alpha |v - w|. \tag{2.2}$$

Proof. The inequality is trivial if $v$ or $w$ vanishes. Assuming $|v| \geq |w| > 0$, we can write

$$|v|^\alpha v - |w|^\alpha w| \leq (|v|^\alpha - |w|^\alpha) |w| + |v|^\alpha |v - w|$$

Then we have 2 cases:

- If $\alpha \geq 1$, then

$$|v|^\alpha - |w|^\alpha \leq \alpha |v|^{\alpha - 1}(|v| - |w|) \leq \alpha |v|^{\alpha - 1}|v - w|$$

and then

$$\alpha |v|^{\alpha - 1}|w||v - w| \leq \alpha |v|^\alpha |v - w|$$

hence

$$|v|^\alpha v - |w|^\alpha w| \leq (\alpha + 1)|v|^\alpha |v - w|$$

and the result is proved.

- If $\alpha < 1$, then

$$|v|^\alpha - |w|^\alpha \leq \alpha |w|^{\alpha - 1}(|v| - |w|) \leq \alpha |w|^{\alpha - 1}|v - w|$$

and then

$$\alpha |w|^{\alpha - 1}|w||v - w| = \alpha |w|^\alpha |v - w| \leq \alpha |v|^\alpha |v - w|$$

leading to the same conclusion.

Lemma 2.3.

$$\forall (v, w) \in X \times X, \ \langle |v|^\alpha v - |w|^\alpha w, v - w \rangle \geq 2^{-\alpha}|v - w|^\alpha + 2 \tag{2.3}$$

with equality if and only if $w = -v$. 

4
Proof. We set \( u = -w \) and \( P = \langle |v|^\alpha v - |w|^\alpha w, v - w \rangle = \langle |u|^\alpha u + |v|^\alpha v, u + v \rangle \) so that we are left to prove \( P \geq 2^{-\alpha}|u + v|^{\alpha+2} \) with equality if and only if \( u = v \). We expand

\[
P = |u|^\alpha + |v|^\alpha + (|u|^\alpha + |v|^\alpha)\langle u, v \rangle
\]

\[
= |u|^\alpha + |v|^\alpha + \frac{1}{2}(|u|^\alpha + |v|^\alpha)(|u + v|^2 - |u|^2 - |v|^2)
\]

\[
= \frac{1}{2}(|u|^\alpha + |v|^\alpha)|u + v|^2 + \frac{1}{2}(|u|^\alpha - |v|^\alpha)(|u|^2 - |v|^2).
\]

If \( u + v = 0 \) there is nothing to prove, otherwise

\[
\frac{2P}{|u + v|^{\alpha+2}} = \frac{|u|^\alpha + |v|^\alpha}{|u + v|^\alpha} + \frac{(|u|^\alpha - |v|^\alpha)(|u|^2 - |v|^2)}{|u + v|^{\alpha+2}}
\]

hence

\[
\frac{2P}{|u + v|^{\alpha+2}} \geq \frac{|u|^\alpha + |v|^\alpha}{(|u| + |v|)^\alpha} + \frac{(|u|^\alpha - |v|^\alpha)(|u|^2 - |v|^2)}{(|u| + |v|)^{\alpha+2}}
\]

with equality if and only if \( u \) and \( v \) are proportional with nonnegative ratio. But we have

\[
\frac{|u|^\alpha + |v|^\alpha}{(|u| + |v|)^\alpha} + \frac{(|u|^\alpha - |v|^\alpha)(|u|^2 - |v|^2)}{(|u| + |v|)^{\alpha+2}}
\]

\[
= \frac{(|u|^\alpha + |v|^\alpha)(|u| + |v|)^2 + (|u|^\alpha - |v|^\alpha)(|u|^2 - |v|^2)}{(|u| + |v|)^{\alpha+1}}
\]

\[
= \frac{(|u|^\alpha + |v|^\alpha)(|u| + |v|)^2 + (|u|^\alpha - |v|^\alpha)(|u|^2 - |v|^2)}{(|u| + |v|)^{\alpha+1}} + 2\frac{|u|^\alpha + |v|^\alpha}{(|u| + |v|)^{\alpha+1}} = 2\frac{|u|^\alpha + |v|^\alpha}{(|u| + |v|)^{\alpha+1}}.
\]

Assuming for instance \( |u| \geq |v| \) (in particular \( u \neq 0 \)) and setting \( t = \frac{|v|}{|u|} \leq 1 \), we therefore obtain

\[
\frac{P}{|u + v|^{\alpha+2}} \geq \frac{|u|^{\alpha+1} + |v|^{\alpha+1}}{(|u| + |v|)^{\alpha+1}} = \frac{1 + t^{\alpha+1}}{(1 + t)^{\alpha+1}}
\]

with equality if and only if \( u = tv \). To conclude it is sufficient to observe that \( f(t) = \frac{1 + t^{\alpha+1}}{(1 + t)^{\alpha+1}} \) is decreasing on \( (0, 1) \) with \( f(1) = 2^{-\alpha} \). Indeed setting \( h(t) = -\ln f(t) \) we have

\[
\forall t \in (0, 1), \quad h'(t) = \frac{(\alpha + 1)(1 - t^{\alpha})}{(1+t)(1+t^{\alpha+1})} > 0
\]

□
2.3 Almost periodic functions

A typical almost periodic numerical function is the sum of two periodic functions with incommensurable periods. Such objects often appear in the mechanics of vibrating systems, and sometimes infinite sums naturally impose their presence, for instance when studying the energy conservative vibrations of continuous media.

There are several equivalent definitions of almost periodicity, but in the theory of differential equations, the most convenient criterion is Bochner’s functional definition:

**Definition 2.4.** Given a complete metric space $X$, a function $f : \mathbb{R} \to X$ is almost periodic iff the set of translates

$$\bigcup_{\alpha \in \mathbb{R}} \{f(\cdot + \alpha)\} = \mathcal{T}(f)$$

is precompact in the space $C_b(\mathbb{R}, X)$ endowed with the topology of uniform convergence $\mathbb{R} \to X$.

It follows clearly from the definition that

i) For any $T > 0$, any continuous $T$-periodic function: $f : \mathbb{R} \to X$ is almost periodic with $\mathcal{T}(f)$ compact.

ii) For 3 complete metric spaces $X, Y, Z$, if $f : \mathbb{R} \to X$ and $g : \mathbb{R} \to Y$ are almost periodic and $C : X \times Y \to Z$ is uniformly continuous, the function $h(t) = C(f(t), g(t))$ is almost periodic $\mathbb{R} \to Z$ In particular if $X$ is a Banach space, any finite sum of almost periodic functions: $\mathbb{R} \to X$ is almost periodic: $\mathbb{R} \to X$.

iii) Any uniform limit of almost periodic functions: $\mathbb{R} \to X$ is almost periodic: $\mathbb{R} \to X$.

iv) Any almost periodic function: $\mathbb{R} \to X$ is uniformly continuous with precompact range.

In the theory of abstract differential equations an important problem is the following: given a nonlinear operator $A : D \to X$ and an exterior almost periodic force $F : \mathbb{R} \to X$ when can we guarantee that the ‘response’ $U$, i.e. the general solution of the evolution equation

$$U'(t) + AU(t) = F(t)$$

adapts to $F$ in the sense that it asymptotes an almost periodic function for $t$ large? This problem is difficult even for ODEs and has only received a partial answer even in the case of equation (2.1), cf.e.g.[1, 5, 6, 12, 15, 14].
2.4 Stepanov spaces and generalized almost periodicity

**Definition 2.5.** Given a real Banach space $X$ with norm $\| \cdot \|$ and an infinite interval $J = [t_0, +\infty)$ we set

$$S^1(J, X) = \{ f \in L^1_{\text{loc}}(J, X), \sup_{t \in J} \int_t^{t+1} \| f(s) \| ds < \infty \}$$

where “S” stands for Stepanov. It is immediate to check that $S^1(J, X)$ endowed with the semi-norm

$$\| f \|_{S^1(J, X)} = \sup_{t \in J} \int_t^{t+1} \| f(s) \| ds$$

is a Banach space containing $L^\infty(J, X)$. One similarly defines for any $p \geq 1$

$$S^p(J, X) = \{ f \in L^p_{\text{loc}}(J, X), \sup_{t \in J} \int_t^{t+1} \| f(s) \|^p ds < \infty \}$$

and we may complete by setting $S^\infty(J, X) = L^\infty(J, X)$. When $X = \mathbb{R}$ we simplify the notation:

$$\forall p \in [1, \infty], S^p(J, \mathbb{R}) =: S^p(J)$$

For the theory of almost periodic functions the most important case is when $t_0 = -\infty$ i.e. $J = \mathbb{R}$ and $p = 1$. Indeed when we have a good adaptation result saying that the response to an almost periodic forcing asymptotes an almost periodic function for $t$ large, most of the time we can afford discontinuous locally integrable forcings thanks to the smoothing effect of integration.

**Definition 2.6.** We say that $f \in S^p(\mathbb{R}, X)$ is $S^p$- almost periodic : $\mathbb{R} \to X$ if the function $F(\alpha) : f( + \alpha) := T_\alpha f$ is almost periodic : $\mathbb{R} \to S^p(\mathbb{R}, X)$

It is clear that usual (continuous) almost periodic functions are $S^p$- almost periodic for all $p$.

2.5 Boundedness via differential inequalities

**Lemma 2.7.** Let $\alpha \in S^1(\mathbb{R}_+)$ and $F \in S^1(\mathbb{R}_+)$ be such that $F \geq 0$ and

$$\forall t \in \mathbb{R}_+, \int_t^{t+1} \alpha(r) dr \geq \alpha_0 > 0 \quad (2.4)$$

Let $\Phi \in L^1_{\text{loc}}(\mathbb{R}_+), \Phi \geq 0$ satisfy the differential inequality

$$\Phi'(t) + \alpha(t)\Phi(t) \leq F(t), \quad \text{a.e. on } \mathbb{R}_+ \quad (2.5)$$
Then $\Phi$ is bounded and we have

$$\forall t \in \mathbb{R}^+, \quad \Phi(t) \leq e^{A_0}\{e^{-\alpha_0 t}\Phi(0) + (1 + \frac{1}{\alpha_0})\|F\|_{S^1}\} \quad (2.6)$$

with

$$A_0 = \alpha_0 + \|\alpha\|_{S^1}$$

Proof. We observe that for any $(s, t) \in \mathbb{R}^2$ with $0 \leq s \leq t$ we have

$$\int_s^t \alpha(r)dr \geq \alpha_0(t - s) - A_0$$

Indeed setting $t = s + n + \rho$ with $n \in \mathbb{N}, 0 \leq \rho < 1$ we have

$$\int_s^t \alpha(r)dr = \int_s^{n+s} \alpha(r)dr + \int_{n+s}^t \alpha(r)dr \geq n\alpha_0 - \|\alpha\|_{S^1} \geq (t - s - 1)\alpha_0 - \|\alpha\|_{S^1}$$

The result then relies on the following more general Lemma

\[ \square \]

**Lemma 2.8.** Let $\alpha \in L^1_{loc}(\mathbb{R}^+)$ and $F \in S^1(\mathbb{R}^+)$ be such that $F \geq 0$ and

$$\forall t \in \mathbb{R}^+, \forall s \in [0, t], \quad \int_s^t \alpha(r)dr \geq \alpha_0(t - s) - A_0 \quad (2.7)$$

for some $\alpha_0 > 0, A_0 \geq 0$. Let $\Phi \in L^1_{loc}(\mathbb{R}^+)$ satisfy the differential inequality

$$\Phi'(t) + \alpha(t)\Phi(t) \leq F(t), \quad a.e. \ on \ \mathbb{R}^+ \quad (2.8)$$

Then $\Phi$ is bounded and we have

$$\forall t \in \mathbb{R}^+, \quad \Phi(t) \leq e^{A_0}\{e^{-\alpha_0 t}\Phi(0) + (1 + \frac{1}{\alpha_0})\|F\|_{S^1}\} \quad (2.9)$$

Proof. Introducing $A(t) = \int_0^t \alpha(r)dr$ we have almost-everywhere in $t$

$$\frac{d}{dt}(e^{A(t)}\Phi(t)) \leq e^{A(t)}F(t)$$

which by integration provides

$$e^{A(t)}\Phi(t) \leq \Phi(0) + \int_0^t e^{A(s)}F(s)ds$$

hence

$$\Phi(t) \leq e^{-A(t)}\Phi(0) + \int_0^t e^{A(s)-A(t)}F(s)ds$$
and by using (2.7), we find
\[ \Phi(t) \leq e^{A_0} \{ e^{-\alpha_0 t} \Phi(0) + \int_0^t e^{\alpha_0(s-t)} F(s) ds \} \]

The conclusion follows easily from the next simple lemma.

\[ \square \]

**Lemma 2.9.** Let
\[ I(t) := \int_0^t e^{\alpha_0(s-t)} F(s) ds \]

Then \( I \) is bounded and we have
\[ \forall t \in \mathbb{R}_+, \quad I(t) \leq (1 + \frac{1 - e^{-\alpha_0 t}}{\alpha_0}) \| F \|_{S^1} \]  (2.10)

In addition this inequality is optimal for \( t \in \mathbb{N} \).

**Proof.** To simplify the formulas we write \( \alpha \) instead of \( \alpha_0 \) and we set, for \( t \) fixed
\[ g(t) := \int_s^t F(r) dr \]

Then
\[ \forall t \in \mathbb{R}_+, \forall s \in [0, t], \quad g(s) \leq (t - s + 1) \| F \|_{S^1} \]  (2.11)

and
\[ e^{\alpha t} I(t) = - \int_0^t e^{\alpha s} g'(s) ds = -[e^{\alpha s} g(s)]_0^t + \int_0^t \alpha e^{\alpha s} g(s) ds = g(o) + \int_0^t \alpha e^{\alpha s} g(s) ds \]

and by (2.11) we obtain
\[ e^{\alpha t} I(t) \leq \| F \|_{S^1} \{ t + 1 + \int_0^t \alpha(t - s + 1) e^{\alpha s} ds \} \]

Finally, let
\[ J(t) := t + 1 + \int_0^t \alpha(t - s + 1) e^{\alpha s} ds \]

We find
\[ J(t) = t + 1 + e^{\alpha t} - 1 + \int_0^t \alpha(t - s) e^{\alpha s} ds = t + e^{\alpha t} + \int_0^t \alpha(t - s) e^{\alpha s} ds \]

But integrating by parts again we obtain
\[ \int_0^t \alpha(t - s) e^{\alpha s} ds = [(t - s) e^{\alpha s}]_0^t - \int_0^t (-1) \times e^{\alpha s} ds = -t + \int_0^t e^{\alpha s} ds = -t + \frac{e^{\alpha t} - 1}{\alpha} \]
Finally
\[ e^{\alpha t} I(t) \leq \|F\|_{s^1} \left[ e^{\alpha t} + e^{\alpha t} - 1 \right] \]
and the result follows.

The following more nonlinear Lemma will be useful for the proof of our main boundedness result (cf. Theorem 4.1).

**Lemma 2.10.** Let \( \Psi \geq 0 \) be a function in \( W^{1,1}_{loc}(\mathbb{R}^+) \) which satisfies
\[
\frac{d}{dt} \Psi \leq -\mu(t)\Psi^{\frac{1}{2}} + F(t) \tag{2.12}
\]
with \( \mu \in S^1(\mathbb{R}^+) \) and
\[
\forall t \geq 0, \quad \int_t^{t+1} \mu(s)ds \geq \rho > 0
\]
Then \( \Psi(t) : \mathbb{R}^+ \to \mathbb{R}^+ \) is bounded.

**Proof.** We set
\[
F^* = \|F\|_{s^1(\mathbb{R}^+)}; \quad \mu^* = \|\mu\|_{s^1(\mathbb{R}^+)}
\]
As a consequence of Gronwall’s inequality, \( \Psi(t) \) is bounded on \([0, 1]\) in terms of \( \Psi(0), \mu^* and F^* \).
To show the boundedness of \( \Psi(t) \) on \([0, +\infty[\), we select \( t \geq 0 \) and we distinguish two cases.

**case 1:** Assume that \( \exists s \in [t, t+1] \) such that:

\[
\Psi(s) \leq \left( \frac{F^*}{\rho} \right)^2 = K_1.
\]

Since
\[
\frac{d}{dt} \Psi \leq \mu^-(\tau)\Psi(\tau) + F(\tau) + \frac{1}{4} \mu^-(\tau).
\]
By Gronwall’s inequality, we obtain:
\[
\Psi(t+1) \leq K_1 \exp(\mu^*) + \exp(\mu^*)(F^* + \frac{1}{4} \mu^*) = K_2. \tag{2.13}
\]

**case 2:** Assume that we have:

\[
\inf_{s \in [t, t+1]} \Psi(s) \geq \left( \frac{F^*}{\rho} \right)^2. \tag{2.14}
\]
Then, for all \( s \in [t, t+1] \), we have:
\[
\frac{1}{\Psi(s)^2} \frac{d\Psi(s)}{ds} \leq -\mu(s) + \frac{F(s)}{\Psi(s)^2}.
\]
Consequently
\[
\frac{d}{ds} (\Psi(s))^{\frac{1}{2}} \leq -\frac{\mu(s)}{2} + \frac{\rho F^*}{2} (s).
\]
By integrating over \([t, t + 1]\) we obtain
\[
\Psi(t + 1) \leq \Psi(t).
\] (2.15)
Therefore in both cases 1 and 2 we have:
\[
\forall t \geq 0, \quad \Psi(t + 1) \leq \max(K_2, \Psi(t)).
\]
Finally, we conclude that:
\[
\forall t \geq 0, \quad \Psi(t) \leq \max(K_2, \sup_{0 \leq \varepsilon \leq 1} \Psi(\varepsilon)).
\] (2.16)

3 Existence and regularity of solutions.

3.1 Functional setting

Throughout this article we let \(H\) and \(V\) be two Hilbert spaces with norms respectively denoted by \(||.||\) and \(|.|\). We assume that \(V\) is densely and continuously embedded into \(H\). Identifying \(H\) with its dual \(H'\), we obtain \(V \hookrightarrow H = H' \hookrightarrow V'\). We denote inner products by \((.,.)\) and duality products by \(\langle \cdot, \cdot \rangle\); the spaces in question will be specified by subscripts. The notation \(\langle f, u \rangle\) without any subscript will be used sometimes to denote \(\langle f, u \rangle_{V', V}\). The duality map: \(V \rightarrow V'\) will be denoted by \(A\). We recall that \(A\) is characterized by the property
\[
\forall (u, v) \in V \times V, \quad \langle Au, v \rangle_{V', V} = (u, v)_V
\]

3.2 Weak solutions in the purely dissipative case.

We consider the dissipative evolution equation:
\[
\ddot{u} + Au + g(\dot{u}) = h(t)
\] (3.1)
where \(g \in C(V, V')\) satisfies
\[
\forall (v, w) \in V \times V, \quad \langle g(v) - g(w), v - w \rangle \geq 0
\] (3.2)
We consider the (generally unbounded) operator \(A\) defined on the Hilbert space \(\mathcal{H} = V \times H\) by
\[
D(A) = \{(u, v) \in V \times V, \ Au + g(v) \in H\}
\]
and
\[
\forall (u, v) \in D(A), \quad A(u, v) = (-v, Au + g(v))
\]
Lemma 3.1. The operator $A$ is maximal monotone.

Proof. Let $U = (u, v)$ and $\hat{U} = (\hat{u}, \hat{v})$ be two elements of $D(A)$. We have

$$(AU - A\hat{U}, U - \hat{U})_H = -(u - \hat{u}, v - \hat{v})_V + (Au + g(v) - A\hat{u} - g(\hat{v}), v - \hat{v})_H$$

$$(u - \hat{u}, v - \hat{v})_V + (Au + g(v) - A\hat{u} - g(\hat{v}), v - \hat{v})_{V', V}$$

since $Au + g(v) \in H$ and $A\hat{u} + g(\hat{v}) \in H$ while $v, \hat{v}$ are in $V$. This reduces to

$$(AU - A\hat{U}, U - \hat{U})_H = \langle g(v) - g(\hat{v}), v - \hat{v} \rangle_{V', V} \geq 0$$

Hence $A$ is monotone. To prove that $A$ is maximal monotone we are left to show that for any $F = (\varphi, \psi) \in H$ the following equation

$$u - v = \varphi, \quad Au + g(v) + v = \psi$$

has a solution $U = (u, v) \in D(A)$. This is equivalent to finding a solution $v \in V$ of

$$Av + g(v) + v = \psi - A\varphi \in V'$$

But now the operator $C \in C(V, V')$ defined by

$$\forall v \in V, \quad Cv = Av + g(v) + v$$

is continuous and coercive: $V \to V'$. Therefore by Corollary 14 p. 126 from H. Brezis [8], $C$ is surjective. Finally $A$ is maximal monotone as claimed. \hfill \Box

As a consequence of Proposition 2.1, for any $h \in L^1_{loc}(\mathbb{R}^+, H)$ and for each $(u_0, u_1) \in V \times H$ there is a unique weak solution

$$u \in C(\mathbb{R}^+, V) \cap C^1(\mathbb{R}^+, H)$$

of (3.1) such that $u(0) = u_0$ and $\dot{u}(0) = u_1$. This solution is can be recovered on each compact interval $[0, T]$ by approximating the initial data by elements of the domain, the forcing term $h$ by $C^1$ functions and passing to the limit: the limit is independent of the approximating elements so chosen. The next result shows that in fact the approximation can even be made uniform on $\mathbb{R}^+$.

3.3 Regularity properties and density of strong solutions.

Lemma 3.2. For any $h \in L^1_{loc}(\mathbb{R}^+, H)$ and for each $(u_0, u_1) \in V \times H$ and for each $\delta > 0$ there exists $(w_0, w_1) \in D(A)$ and $k \in C^1(\mathbb{R}^+, H)$ for which the solution $w \in W^{1,1}_{loc}(\mathbb{R}^+, V) \cap W^{2,1}_{loc}(\mathbb{R}^+, H)$ of

$$\ddot{w} + Aw + g(\dot{w}) = k(t); \quad w(0) = w_0, \quad \dot{w}(0) = w_1$$

satisfies

$$\forall t \geq 0, \quad ||u(t) - w(t)|| + |\dot{u}(t) - \dot{w}(t)| \leq \delta$$
Proof. It suffices to use the last result of Proposition 2.1 by observing that for any \( h \in L^1_{\text{loc}}(\mathbb{R}^+, H) \) we can find \( k \in C^1(\mathbb{R}^+, H) \) such that

\[
\forall n \in \mathbb{N}, \quad \int_n^{n+1} |k(s) - h(s)|\,ds \leq \delta 2^{-n-1}
\]

Choosing \((w_0, w_1) \in D(A)\) such that \[\|w_0 - u_0\| + |w_1 - v_1| \leq \delta 2^{-1}\] the result follows immediately \( \square \)

4 A Boundedness result.

We consider the dissipative evolution equation (3.1). We say that \( h \in S^1(\mathbb{R}^+, H) \) if

\[
h \in L^1_{\text{loc}}(\mathbb{R}^+, H) \quad \text{and} \quad \sup_{t \geq 0} \int_t^{t+1} |h(s)|\,ds = h^* < +\infty.
\]

(4.1)

Then we can state the following result which generalizes Theorem IV.2.1.1 from [14] to the case of possibly non-local damping terms.

**Theorem 4.1.** Assume that (4.1) is satisfied and \( g \in C(V, V') \) satisfies the conditions

\[
\exists \alpha > 0, \exists C_1 \geq 0 \quad \forall v \in V, \quad \langle g(v), v \rangle \geq \alpha |v|^2 - C_1.
\]

(4.2)

\[
\exists \tau > 0, \exists C_2 \geq 0 \quad \forall v \in V, \quad \|g(v)\|_* \leq C_2 + \tau \langle g(v), v \rangle.
\]

(4.3)

Assume, also, that the following condition is fulfilled:

\[
2 \tau h^* < 1
\]

(4.4)

Then any solution \( u \in C(\mathbb{R}^+, V) \cap C^1(\mathbb{R}^+, H) \) of (3.1) is bounded on \( \mathbb{R}^+ \) in the sense that \( u \) has bounded range in \( V \) and \( \dot{u} \) has bounded range in \( H \).

**Proof of Theorem:** We start by an estimate in the case of a strong solutions, i.e. we assume \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}^+, V) \cap W^{2,1}_{\text{loc}}(\mathbb{R}^+, H) \). The general case will follow by density. Let

\[
E(t) = \frac{1}{2}(|\dot{u}|^2 + \|u\|^2)
\]

Under the regularity conditions \([u_0, v_0] \in V \times V, \gamma(0, v_0) \in H\) and \( h \in W^{1,1}_{\text{loc}}(\mathbb{R}^+, H) \), \( t \to E(t) \) is absolutely continuous and we have \( \forall t \in \mathbb{R}^+ \):

\[
\frac{d}{dt} E(t) = (h, \dot{u}) - \langle g(\dot{u}), \dot{u} \rangle.
\]
In addition $t \to (u(t), \dot{u}(t))$ is absolutely continuous and
\[
\frac{d}{dt}(u(t), \dot{u}(t)) = |\dot{u}|^2 - \|u\|^2 - \langle g(\dot{u}), u \rangle + (h, u).
\]

By using (4.3), we obtain:
\[
\frac{d}{dt}(u(t), \dot{u}(t)) \leq |\dot{u}|^2 - \|u\|^2 + \|u\| \{P|h| + C_2 + \tau \langle g(\dot{u}), \dot{u} \rangle \}
\]
with $P = \sup\{\|u\|, \ u \in V, \ \|u\| = 1\}$. Introducing $\Phi(t) = 2E(t), \ \forall t \geq 0$, we find:
\[
\frac{d}{dt} \left\{ (1 + \Phi)^{-\frac{1}{2}}(u, \dot{u}) \right\} \leq \frac{|\dot{u}|^2 - \|u\|^2}{(1 + \Phi)^\frac{1}{2}} + \tau \langle g(\dot{u}), \dot{u} \rangle + P|h| + C_2 + \frac{P|\dot{u}|\|u\|}{(1 + \Phi)^\frac{1}{2}} \frac{dE}{dt} \]
(4.6)

We have:
\[
\frac{|\dot{u}|^2 - \|u\|^2}{(1 + \Phi)^\frac{1}{2}} = \frac{2|\dot{u}|^2 + 1}{(1 + \Phi)^\frac{1}{2}} - \frac{1 + |\dot{u}|^2 + \|u\|^2}{(1 + \Phi)^\frac{1}{2}} \leq 1 + 2|\dot{u}| - (1 + \Phi)^\frac{1}{2} \]
(4.7)

Then from (4.5), we obtain by Cauchy-Schwarz:
\[
\frac{|\dot{u}||u|}{(1 + \Phi)^\frac{1}{2}} \frac{dE}{dt} \leq \frac{1}{2(1 + \Phi)^\frac{1}{2}} \frac{dE}{dt} \]
\[
\leq |h| + \frac{1}{2(1 + \Phi)^\frac{1}{2}} \langle g(\dot{u}), \dot{u} \rangle - (h, \dot{u}) \]
\[
= |h| - \frac{1}{2(1 + \Phi)^\frac{1}{2}} \frac{1}{2} \frac{d}{dt} (1 + \Phi) \]
\[
= |h| - \frac{1}{2} \frac{d}{dt} [(1 + \Phi)^\frac{1}{2}] \]
(4.8)

Therefore, from (4.7) and (4.8) we deduce:
\[
\frac{d}{dt} \left\{ (1 + \Phi)^{-\frac{1}{2}}(u, \dot{u}) + \frac{P}{2}(1 + \Phi)^\frac{1}{2} \right\} \leq -(1 + \Phi)^\frac{1}{2} + 2|\dot{u}| + 2P|h| + \tau < g(\dot{u}), \dot{u} > +1 + C_2. \]
(4.9)

By using (4.5), (4.9) and (4.2) we obtain:
\[
\frac{d}{dt} \left\{ \tau \Phi + (1 + \Phi)^{-\frac{1}{2}}(u, \dot{u}) + \frac{P}{2}(1 + \Phi)^\frac{1}{2} \right\} \leq -(1 + \Phi)^\frac{1}{2} + 2(1 + \tau|h|)|\dot{u}| - \alpha \tau |\dot{u}|^2 + 2P|h| + 1 + C_2 + C_1 \tau. \]
(4.10)
For $K > 0$ large enough, we set:

$$
\Psi = \tau \Phi + (1 + \Phi)^{-\frac{1}{2}}(u, \dot{u}) + \frac{P}{2} (1 + \Phi)^{\frac{1}{2}} + K.
$$

Therefore, we obtain:

$$
\frac{d}{dt} \Psi \leq -(1 + \Phi)^{\frac{1}{2}} + 2\tau |h|\Phi^{\frac{1}{2}} + 2|\dot{u}| - \alpha \tau |\dot{u}|^2 + 2P|h| + 1 + C_2 + C_1 \tau
$$

This differential inequality is verified when $2\tau h^* < 1$. In addition for $K > 0$ large enough, $\Psi$ is positive on $\mathbb{R}^+$ and we have:

$$
\Psi \leq \tau \Phi + (1 + \Phi)^{-\frac{1}{2}} |u||\dot{u}| + \frac{P}{2} (1 + \Phi)^{\frac{1}{2}} + K
$$

We notice that for any $\eta > 0$

$$
P(1 + \Phi)^{\frac{1}{2}} \leq \eta \Phi + c(\eta). \tag{4.11}
$$

Then

$$
\Psi \leq (\tau + \eta) \Phi + c(\eta) + K
$$

where $\eta > 0$ can be taken arbitrarily small. Setting $c(\eta) + K =: Q$, we obtain

$$
\Psi \leq (\tau + \eta) \Phi + Q \tag{4.12}
$$

Also, we have:

$$
\Psi \geq \tau \Phi - (1 + \Phi)^{-\frac{1}{2}} |u||\dot{u}| + \frac{P}{2} (1 + \Phi)^{\frac{1}{2}} + K
$$

By using (4.11) we obtain

$$
\Psi \geq (\tau - \eta) \Phi + K - c(\eta)
$$
Assuming that $K - c(\eta) \geq 0$ and $\eta < \tau$, we deduce

$$\Psi \geq (\tau - \eta)\Phi$$  \hspace{1cm} (4.13)

Hence by (4.12) and (4.13), we obtain for $Q > 0$ large enough:

$$(\tau - \eta)\Phi \leq \Psi \leq (\tau + \eta)\Phi + Q.$$  \hspace{1cm} (4.14)

Then:

$$\frac{d}{dt} \Psi \leq -\frac{1}{\tau + \eta} \Psi^\frac{1}{2} + \frac{2\tau|h|}{\tau - \eta} \Psi^\frac{1}{2} + 2|\dot{u}| - \alpha \tau|\dot{u}|^2 + 2P|h| + 1 + C_2 + C_1\tau.$$  \hspace{1cm} (4.15)

We set

$$\sigma = \frac{1}{\tau + \eta}$$

and

$$m(t) = \frac{2\tau|h(t)|}{\tau - \eta}$$

and

$$F(t) = 2P|h(t)| + 1 + C_2 + C_1\tau + C_3.$$  \hspace{1cm} (4.16)

As a consequence of (4.4), for $\eta$ small enough, we have $\frac{2\tau}{\tau - \eta} h^* > \frac{1}{\tau + \eta} = \sigma$ hence

$$m^* = \sup_{t \geq 0} \int_t^{t+1} m(s)ds < \sigma$$  \hspace{1cm} (4.17)

and

$$F^* = \sup_{t \geq 0} \int_t^{t+1} F(s)ds$$

$$= \sup_{t \geq 0} \int_t^{t+1} (2P|h(s)| + 1 + C_2 + C_1\tau + C_3)ds < +\infty$$  \hspace{1cm} (4.18)

For the rest of proof, we apply lemma 2.10. We obtain that $\Psi(t)$ is bounded on $\mathbb{R}^+$. Hence by (4.14), $\Phi(t)$ and $E(t)$ are bounded for $t \geq 0$. The general case of weak solutions follows easily by density by using Lemma 3.2.
5 Precompactness of bounded orbits.

The main result of this section is

**Theorem 5.1.** Let \( u \in C(\mathbb{R}^+, V) \cap C^1(\mathbb{R}^+, H) \) be a solution of
\[
\ddot{u}(t) + g(\dot{u}(t)) + Au(t) = h(t), \quad t \in \mathbb{R}_+,
\]
with \( h \in S^1(\mathbb{R}^+, H) \) such that \( u \) has bounded range in \( V \) and \( \dot{u} \) has bounded range in \( H \). Assume the following

i) \( h \) is \( S^1 \)-uniformly continuous with values in \( H \) in the sense that
\[
\limsup_{\epsilon \to 0} \int_{t}^{t+1} |h(s+\epsilon) - h(s)|ds = 0.
\]

ii) \( g \in C(V, V') \) satisfies \( g(0) = 0 \) and the following conditions
\[
\forall (v, w) \in V \times V, \quad \langle g(v) - g(w), v - w \rangle_{V', V} \geq 0 \tag{5.2}
\]
\[
\exists C > 0, \quad \forall (v, w) \in V \times V, |v - w|^2 \leq \delta + C(\delta) \langle g(v) - g(w), v - w \rangle_{V', V} \tag{5.3}
\]
\[
\exists C > 0, \quad \forall v \in V, \quad \|g(v)\|_{Z'} \leq C(1 + \langle g(v), v \rangle_{V', V}) \tag{5.4}
\]
where \( Z' \) is the dual of a reflexive Banach space such that
\[
Z \subset H \quad \text{and the imbedding: } Z \to H \quad \text{is continuous} \tag{5.5}
\]
\[
V \subset Z \quad \text{and the imbedding: } V \to Z \quad \text{is compact} \tag{5.6}
\]
\[
V \text{ is everywhere dense in } Z. \tag{5.7}
\]

Then \( u \) has precompact range in \( V \) and \( \dot{u} \) has precompact range in \( H \).

**Proof.** Let us denote the norm in \( Z \) by \(||| \cdot |||\) and the norm in \( Z' \) by \(||\cdot||_{*}\).

We observe that \( Z' \subset V' \) with continuous imbedding. From (5.5) and (5.6) it follows that \( \forall \alpha > 0, \exists c(\alpha) \geq 0 \) such that
\[
\forall u \in V, \quad |||u||| \leq \alpha \|u\| + c(\alpha)|u| \tag{5.8}
\]

We prove first the result under the additional assumption \( u \in W^{1,1}_{loc}(\mathbb{R}^+, V) \cap W^{2,1}_{loc}(\mathbb{R}^+, H) \).

First \( w_\epsilon(t) = u(t+\epsilon) - u(t) \) satisfies the equation:
\[
\ddot{w}_\epsilon + Lw_\epsilon + g(\dot{u}(t+\epsilon)) - g(\dot{u}(t)) = h(t+\epsilon) - h(t) \tag{5.9}
\]
where \( u(t) \) is the solution of equation (3.1).

We set
\[
f_\epsilon(t) = h(t+\epsilon) - h(t) \tag{5.10}
\]
Then we have:

\[ \forall t \in \mathbb{R}_+, \forall w \in V, \quad g(\dot{u}(t) + w) - g(\dot{u}(t)) = \gamma(t, w). \quad (5.11) \]

Then (5.9) becomes

\[ \dot{w}_e + Lw_e + \gamma(t, w_e) = f_e(t), \quad \forall t \geq 0 \quad (5.12) \]

As a consequence of section 2, we know that \( u(t) \) and \( \dot{u}(t) \) are bounded on \( \mathbb{R}^+ \). We denote by

\[ E_e(t) = \frac{1}{2} \{ |\dot{u}(t + \varepsilon) - \dot{u}(t)|^2 + |u(t + \varepsilon) - u(t)|^2 \} \]

the energy of the solution to (5.12).

Let us introduce, for some \( \beta > 0 \) to be chosen later

\[ \Phi = \frac{1}{2} \{ |\dot{w}_e|^2 + \|w_e\|^2 \} + \beta \langle w_e, \dot{w}_e \rangle. \]

Then, we have:

\[ \Phi' \leq -\langle \dot{w}_e, \gamma(t, \dot{w}_e) \rangle + \beta |\dot{w}_e|^2 - \beta \|w_e\|^2 - \beta \langle \gamma(t, \dot{w}_e), w_e \rangle + \{f_e, \dot{w}_e + \beta w_e \} \]

we obtain

\[ \Phi' \leq -\beta E_e - \langle \dot{w}_e, \gamma(t, \dot{w}_e) \rangle + \frac{3\beta}{2} |\dot{w}_e|^2 - \frac{\beta}{2} \|w_e\|^2 + \|\gamma(t, \dot{w}_e)\| \|w_e\| + |f_e| \left( |\dot{w}_e| + \beta |w_e| \right) \]

If we impose \( \beta \leq \sqrt{\lambda_1} \), then \( \Phi \geq 0 \) and from (5.8) we deduce

\[ \Phi' \leq -\beta E_e - \langle \dot{w}_e, \gamma(t, \dot{w}_e) \rangle + \frac{3\beta}{2} |\dot{w}_e|^2 - \frac{\beta}{2} \|w_e\|^2 + \beta \left( \alpha \|w_e\| + c(\alpha) |w_e| \right) \|\gamma(t, \dot{w}_e)\| \]

\[ + |f_e| \left( |\dot{w}_e| + \|w_e\| \right) \]

From (5.3) and \( |\dot{w}_e| + \|w_e\| \leq 2\sqrt{E_e} \), we have:

\[ \Phi' \leq -\beta E_e - \langle \dot{w}_e, \gamma(t, \dot{w}_e) \rangle + \frac{3\beta}{2} \delta + \frac{3\beta}{2} K(\delta) \langle \dot{w}_e, \gamma(t, \dot{w}_e) \rangle - \frac{\beta}{2} \|w_e\|^2 \]

\[ + \beta \left( \alpha \|w_e\| + c(\alpha) |w_e| \right) \|\gamma(t, \dot{w}_e)\| \| + 2\sqrt{E_e} |f_e| \]

\[ \leq -\beta E_e + \left( \frac{3\beta}{2} K(\delta) - 1 \right) \langle \dot{w}_e, \gamma(t, \dot{w}_e) \rangle - \frac{\beta}{2} \|w_e\|^2 + \beta \left( \alpha \|w_e\| + c(\alpha) |w_e| \right) \|\gamma(t, \dot{w}_e)\| \]

\[ + 2\sqrt{E_e} |f_e| + \frac{3\beta}{2} \delta \]
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From now on we fix $\delta > 0$ small enough and we choose $\beta$ such that

$$\frac{3\beta}{2} K(\delta) - 1 \leq 0$$

which is equivalent to

$$\beta \leq \frac{2}{3K(\delta)}.$$ 

Then

$$\Phi' \leq -\beta E_\epsilon + \beta \left( \alpha \| w_\epsilon \| + c(\alpha) | w_\epsilon | \right) \| \gamma(t, \dot{w}_\epsilon) \|_* + 2\sqrt{E_\epsilon} | f_\epsilon | + \frac{3\beta \delta}{2}.$$ 

We have by Cauchy-Schwarz:

$$\Phi = \frac{1}{2} \left\{ | \dot{w}_\epsilon |^2 + \| w_\epsilon \|^2 \right\} + \beta (w_\epsilon, \dot{w}_\epsilon)$$

$$\leq E_\epsilon + \frac{\beta^2}{2} | w_\epsilon |^2 + \frac{1}{2} | \dot{w}_\epsilon |^2.$$ 

Then, for $\beta \leq \sqrt{\lambda_1}$, we have

$$\Phi \leq 2E_\epsilon.$$ 

Also, if we assume the stronger condition $\beta \leq \frac{1}{2} \sqrt{\lambda_1}$, then

$$\Phi \geq E_\epsilon - \beta^2 | w_\epsilon |^2 - \frac{\beta}{4} | \dot{w}_\epsilon |^2 \geq \frac{1}{2} E_\epsilon.$$ 

Therefore, we have

$$\frac{1}{2} E_\epsilon(t) \leq \Phi(t) \leq 2E_\epsilon(t), \forall t \in \mathbb{R} \quad (5.13)$$

From (5.13), we obtain

$$\Phi' \leq -\beta E_\epsilon + 2\sqrt{E_\epsilon} | f_\epsilon | + \beta \left( \alpha \| w_\epsilon \| + c(\alpha) | w_\epsilon | \right) \| \gamma(t, \dot{w}_\epsilon) \|_* + \frac{3\beta \delta}{2} \quad (5.14)$$

Then, we set

$$F(t) = \beta \{ \left( \alpha \| w_\epsilon \| + c(\alpha) | w_\epsilon | \right) \| \gamma(t, \dot{w}_\epsilon) \|_* + \frac{3\delta}{2} \}.$$ 

Then

$$\Phi' \leq -\frac{\beta}{2} \Phi + 2\sqrt{E_\epsilon} | f_\epsilon | + F(t)$$
By using (5.13), we find:
\[ \Phi' \leq -\frac{\beta}{2} \Phi + 2\sqrt{2} \sqrt{f_{\epsilon}} + F(t) \]

By using the inequality \(2\sqrt{\Phi} \leq 1 + \Phi\) in the second term of the RHS and setting \(m(t) = \sqrt{2}|f_{\epsilon}(t)|\)
we find
\[ \Phi' \leq -\frac{\beta}{2} \Phi + m(t) \Phi + F(t) + m(t) \]

Introducing
\[ H(t) := F(t) + m(t) \]
we have:
\[ \Phi'(t) \leq -(\frac{\beta}{2} - m(t)) \Phi(t) + H(t), \quad \forall t \in \mathbb{R}^+ \tag{5.15} \]

On the other hand:
\[ \int_{t}^{t+1} m(s)ds = \sqrt{2} \int_{t}^{t+1} f_{\epsilon}(s)ds = \sqrt{2} \int_{t}^{t+1} |h(s + \epsilon) - h(s)|ds. \]

with
\[ \limsup_{\epsilon \to 0} \sup_{t \geq 0} \int_{t}^{t+1} |h(s + \epsilon) - h(s)|ds = 0. \]

In addition
\[ \int_{t}^{t+1} F(s)ds = \beta \int_{t}^{t+1} \left\{ \alpha \|w_{\epsilon}(s)\| + c(\alpha) |w_{\epsilon}(s)| \right\} |||\gamma(s, \dot{w}_{\epsilon}(s))|||_s + \frac{3\delta}{2} \right\} ds \]
\[ \leq \beta(2\alpha \sup_{t \geq 0} \|u(t)\| + c(\alpha) \sup_{t \leq s \leq t+1} |w_{\epsilon}(s)|) \int_{t}^{t+1} |||\gamma(t, \dot{w}_{\epsilon}(s))|||_s ds + \frac{3\beta\delta}{2} \]

Now
\[ \gamma(s, \dot{w}_{\epsilon}(s)) = g(\dot{u}(s + \epsilon)) - g(\dot{u}(s)) \]

From boundedness of the energy \(E(t)\) for \(t \geq 0\), \(\exists C > 0\) such that
\[ \int_{t}^{t+1} \langle g(\dot{u}(s)), \dot{u}(s) \rangle dx ds \leq C, \quad \forall t \geq 0. \]

As a consequence of (5.4) we have
\[ g(\dot{u}(s)) \in L^1(t, t + 1, Z') \]
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and
\[ \int_t^{t+1} |||g(\dot{u}(s))||_s ds \leq N(C + 1) \quad (5.16) \]

Therefore
\[ \int_t^{t+1} F(s) ds \leq 2N(C + 1) \beta (2\alpha \sup_{t \geq 0} ||u(t)|| + c(\alpha) \sup_{t \leq s \leq t+1} |w_s(s)|) + \frac{3\beta \delta}{2} \]

We have
\[ \sup_{t \leq s \leq t+1} |w_s(s)| \leq \epsilon \sup_{s \geq 0} |\dot{u}(s)|. \]

By choosing \( \alpha \) small enough, we obtain
\[ \int_t^{t+1} F(s) ds \leq \beta \delta + P \epsilon \sup_{s \geq 0} |\dot{u}(s)| + \frac{3\beta \delta}{2}. \]

Then for \( \epsilon \leq \epsilon_2 \) small enough, we obtain:
\[ \sup_{t \geq 0} \int_t^{t+1} F(s) ds \leq 3\beta \delta. \quad (5.17) \]

Then by (5.17), we obtain:
\[ \sup_{t \geq 0} \int_t^{t+1} H(s) ds \leq 3\beta \delta + \sqrt{2} \int_t^{t+1} |h(s + \epsilon) - h(s)| ds \]

Now we may fix
\[ \beta = \beta_0 \leq \min\{\frac{1}{2} \sqrt{\lambda_1}, \frac{2}{3K(\delta)}\} \]

Then by imposing that \( \epsilon \) is small enough to ensure
\[ \sqrt{2} \sup_{t \geq 0} \int_t^{t+1} |h(s + \epsilon) - h(s)| ds \leq \min\{\beta \delta, \frac{\beta}{4}\} \quad (5.18) \]

we obtain
\[ \sup_{t \geq 0} \int_t^{t+1} H(s) ds \leq 4\beta \delta \quad (5.19) \]

and (5.15) becomes
\[ \Phi'(t) \leq -\alpha(t)\Phi(t) + H(t), \quad \forall t \in \mathbb{R}^+ \quad (5.20) \]

where
\[ \int_t^{t+1} \alpha(s) ds \geq \frac{\beta}{4} \]
Lemma 2.9 then provides

$$\forall t \geq 0, \quad \Phi(t) \leq C[\Phi(0) + (1 + \frac{4}{\beta})4\beta\delta]$$

where $C$ is bounded in terms of the $S^1$ norm of $h$. The uniform continuity follows easily and since this property is robust with respect to uniform convergence in the energy norm on $\mathbb{R}^+$, we obtain it for general weak solutions by using Lemma 3.2. The compactness result now follows from the same argument as in [14], p.167-168: the main idea is that the average $\frac{1}{\varepsilon}\int_{t+\varepsilon}^{t} \dot{u}(s)ds$ of $\dot{u}$ on a small time interval remains bounded (by a large constant) in $V$ while the equation shows that the average $\frac{1}{\varepsilon}\int_{t+\varepsilon}^{t} u(s)ds$ of $u$ remains bounded (by a large constant) in $A^{-1}(Z')$ which imbeds compactly in $V$. The uniform continuity of the vector $(u(t), \dot{u}(t))$ shows that this vector is arbitrary close to its average on a small time interval. Finally precompactness follows from the total boundedness criterion.

Corollary 5.2. Assume that the conditions of Theorem 4.1 are all satisfied except (5.3) which is replaced by

$$\exists p \geq 2, \exists \eta > 0, \quad \forall (v, w) \in V \times V, \quad \langle g(v) - g(w), v - w \rangle_{V', V} \geq \eta |v - w|^p$$

Then the conclusion of Theorem 4.1 holds true.

**Proof.** Given $\delta > 0$, we have

$$\forall (v, w) \in V \times V, \quad |v - w|^2 \leq \delta + C_1(\delta)|v - w|^p \leq \delta + \frac{C_1(\delta)}{\eta} \langle g(v) - g(w), v - w \rangle_{V', V}$$

In particular (5.3) is fulfilled.

In the applications to non-local dissipations we shall use Lemma 2.3.

6 The purely dissipative almost periodic case.

Compactness of trajectories is a basic tool to prove the existence of almost periodic (weak) solutions to the equation

$$U'(t) + AU(t) = F(t)$$

Indeed if $A$ is maximal monotone on $\mathcal{H}$ and $F : \mathbb{R} \to \mathcal{H}$ is almost periodic, it follows from [12] or ISHII that the existence of a precompact trajectory is equivalent to the existence of an almost periodic solution. This property has been used in [14] to prove the existence of almost-periodic solutions of

$$\begin{cases}
    u_{tt} + g(u_t) - \Delta u = h(t, x), \quad \text{in } \mathbb{R}_+ \times \Omega, \\
    u = 0 \quad \text{on } \mathbb{R}_+ \times \partial\Omega.
\end{cases}$$ (6.1)
where $\Omega$ is a bounded domain, $g$ is the Nemytskii operator generated by an increasing function $\gamma \in C(\mathbb{R})$ such that $\gamma^{-1}$ is uniformly continuous and satisfying some dimension dependant growth conditions and $h$ is $S^1$-almost periodic $: \mathbb{R} \to L^2(\Omega)$.

### 6.1 A general result

We are now in a position to state and prove a more general result valid also for non-local dissipation terms. More precisely we have

**Theorem 6.1.** Assume that $g$ satisfies the hypotheses of Theorem 5.1 and (4.3) with $\tau$ arbitrary. Then for any $h$ which is $S^1$-almost periodic: $\mathbb{R} \to H$ the equation

$$\ddot{u}(t) + g(\dot{u}(t)) + Au(t) = h(t), \quad t \in \mathbb{R}_+,$$

has at least one solution $\omega$ such that the vector $(\omega, \dot{\omega})$ is almost periodic $: \mathbb{R} \to V \times H$. In addition for any other solution $u$ we have for some constant vector $a \in V$

$$\lim_{t \to \infty} (\|u(t) - \omega(t) - a\| + |\dot{u}(t) - \dot{\omega}(t)|) = 0$$

In addition if $g \in C(H, V')$ the almost periodic solution is unique and the previous convergence result is satisfied with $a = 0$ for any solution $u$.

**Proof.** The existence follows from [14], Theorem IV.3.3.3 p.173. The uniqueness result up to a constant vector will be a consequence of the second part of the theorem since an almost-periodic vector whose norm tends to 0 is identically 0 (c.f. e.g. [1, 15]). For the last result, let us first select a common sequence $a_n$ tending to $+\infty$ for which $h(. + a_n)$ converges to $h$ in $S^1(\mathbb{R}, H)$ and $\omega(. + a_n)$ converges to $\omega$ in $S^1(\mathbb{R}, V)$ (The Vector $(h, \omega, \dot{\omega})$ being $S^1$-almost periodic with values in $H \times V \times H$), hence $\omega(. + a_n)$ converges to $\omega$ also in $C_b(\mathbb{R}, V)$ since $\omega$ is almost periodic in the usual sense. If $u$ is any solution, precompactness of the range of $u$ implies that a subsequence of $u(. + a_n)$ converges uniformly on all compact subintervals with values in $V$ to some limit $z$, while the same subsequence of $\dot{u}(. + a_n)$ converges to $\dot{z}$ uniformly on all compact subintervals with values in $H$. Since the energy norm of the difference $u - \omega$ is non-increasing, it converges to some limit $l \geq 0$. The energy norm of the difference $z - \omega$ is equal to $l$ for all $t$. We finally show that $z - \omega$ is constant (and equal to 0 if $g \in C(H, V')$) by using the following Lemma

**Lemma 6.2.** Let $J = [a, b]$ be any compact interval of $\mathbb{R}$ with $a < b$ and let $u, v$ be two weak solutions of

$$\ddot{u}(t) + g(\dot{u}(t)) + Au(t) = h(t), \quad t \in J$$

such as $\|u(t) - v(t)\|^2 + |\dot{u}(t) - \dot{v}(t)|^2$ is constant on $J$. Then $\dot{u} = \dot{v}$. In addition if $g \in C(H, V')$ then $u = v$.  
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Proof. The result is almost trivial if $u$ and $v$ are strong solutions. To prove it in the general case we approximate $h$ and $(u(a), \dot{u}(a)), (v(a), \dot{v}(a))$ by $h_n \in C^1(J, H)$ and $(u_n^0, u_n^1), (v_n^0, v_n^1) \in D(A)^2$. Let $\eta > 0$ be an arbitrary small fixed number. We choose $n$ in such a way that

$$\sup\{\|u_n^0 - u(a)\|^2 + |u_n^1 - \dot{u}(a)|^2, \|v_n^0 - v(a)\|^2 + |v_n^1 - \dot{v}(a)|^2\} \leq \frac{\eta^2}{16}$$

and

$$\|h_n - h\|_{L^1(J)} \leq \frac{\eta}{4}$$

which implies

$$\sup_j \{[\|u_n(t) - u(t)\|^2 + |u_n(t) - \dot{u}(t)|^2]^{1/2} \leq \frac{\eta}{2} \}
$$

where $u_n$ is the strong solution of

$$\ddot{u}_n(t) + g(\dot{u}_n(t)) + Au_n(t) = h_n(t), \quad t \in J; \quad u_n(a) = u_n^0, \ \dot{u}_n(a) = u_n^1. \quad (6.3)$$

Defining similarly the solution $v_n$ of

$$\ddot{v}_n(t) + g(\dot{v}_n(t)) + Av_n(t) = h_n(t), \quad t \in J; \quad v_n(a) = v_n^0, \ \dot{v}_n(a) = v_n^1 \quad (6.4)$$

we find by the triangular inequality

$$[\|u_n(a) - v_n(a)\|^2 + |\dot{u}_n(a) - \dot{v}_n(a)|^2]^{1/2} \leq [\|u(a) - v(a)\|^2 + |\dot{u}(a) - \dot{v}(a)|^2]^{1/2} + \frac{\eta}{2}$$

$$= [\|u(b) - v(b)\|^2 + |\dot{u}(b) - \dot{v}(b)|^2]^{1/2} + \frac{\eta}{2} \leq [\|u_n(b) - v_n(b)\|^2 + |\dot{u}_n(b) - \dot{v}_n(b)|^2]^{1/2} + \eta.$$ 

Hence by squaring and using boundedness of the sequence $\|u_n(b) - v_n(b)\|^2 + |\dot{u}_n(b) - \dot{v}_n(b)|^2$ we obtain

$$\|u_n(a) - v_n(a)\|^2 + |\dot{u}_n(a) - \dot{v}_n(a)|^2 - [\|u_n(b) - v_n(b)\|^2 + |\dot{u}_n(b) - \dot{v}_n(b)|^2] \leq \eta^2 + C\eta$$

which can be rewritten, assuming $\eta < 1$, as

$$\int_J \langle g(\dot{u}_n(t)) - g(\dot{v}_n(t)), \dot{u}_n(t) - \dot{v}_n(t) \rangle dt \leq C'\eta.$$

By using the hypothesis (5.3) on $g$ we deduce

$$\int_J |\ddot{u}_n(t) - \ddot{v}_n(t)|^2 dt \leq |J|\delta + C(\delta) \int_J \langle g(\dot{u}_n(t)) - g(\dot{v}_n(t)), \dot{u}_n(t) - \dot{v}_n(t) \rangle dt \leq |J|\delta + C'C(\delta)\eta$$

so that for $\eta$ small enough we find

$$\int_J |\ddot{u}_n(t) - \ddot{v}_n(t)|^2 dt \leq 2|J|\delta \leq 24.$$
As a first consequence \( \dot{u} = \dot{v} \) on \( J \). In addition if \( g \in C(H, V') \), since \( u_n \) converges uniformly to \( \dot{u} \) on \( J \) and \( \dot{v}_n \) converges uniformly to \( \dot{v} \) on \( J \) with values in \( H \), by considering the equation
\[
\ddot{u}_n(t) - \ddot{v}_n(t) + g(\dot{u}_n(t)) - g(\dot{v}_n(t)) + A(u_n(t) - v_n(t)) = 0
\]
After integration on \( J \) we find that in the sense of \( V' \)
\[
\int_J A(u_n(t) - v_n(t)) dt \to 0
\]
Hence if \( u - v \equiv a \) we end up with \( |J| Aa = 0 \) and finally \( a = 0 \).

The end of proof of Theorem 6.1 follows very easily by considering any interval \( J \) as in the Lemma applied with \( u \) replaced by \( z \) and \( v \) replaced by \( \omega \).

Remark 6.3. 1) It does not seem easy to construct a counterexample in which \( a \neq 0 \).

2) In order to have uniqueness of \( \omega \) it is sufficient to assume a much weaker property, it suffices for instance that \( g \) be continuous from \( H \) to \( X \) weak where \( X \) is a reflexive Banach space such that \( V \subset X \) with continuous imbedding.

3) In the next subsection, we derive a better result for special kinds of damping terms.

### 6.2 A more precise result for a special class of damping operators.

In this section we consider a reflexive Banach space \( Z \) satisfying the conditions (5.5), (5.6) and (5.7).

Definition 6.4. Given \( \alpha > 0 \), we say that \( g \in C(Z, Z') \) is \((Z, \alpha)\)-admissible if \( g(0) = 0 \) and for some positive constants \( c, C \) we have
\[
\forall (v, w) \in V \times V, \quad (g(v) - g(w), v - w)_{V', V} \geq c\|v - w\|_Z^{\alpha + 2}
\]
\[
\forall (v, w) \in V \times V, \quad \|g(v) - g(w)\|_{Z'} \leq C(\|v\|_Z^\alpha + \|w\|_Z^\alpha)\|v - w\|_Z
\]

The class of \((Z, \alpha)\)-admissible functions will be denoted by \( G(Z, \alpha) \).

The following Lemma shows that the functions of \( G(Z, \alpha) \) satifies all the properties used in our main boundedness and compactness results.

Lemma 6.5. Let \( g \in G(Z, \alpha) \). Then \( g \) satisfies (5.21) with \( p = \alpha + 2 \) hence (5.2), (5.3) and (4.2), (4.3) for any \( \tau > 0 \) and (5.4).
Proof. It is clear that (6.5) implies (5.21) with \( p = \alpha + 2 \) since the norm in \( Z \) dominates the norm in \( H \). (5.2) and (5.3) are immediate consequences. (4.2) follows by taking \( w = 0 \).

Finally (4.3) for any \( \tau > 0 \) and (5.4) follow easily from the combination of (6.5) and (6.6) applied with \( w = 0 \).

The next proposition clarifies the regularity of weak solutions when \( g \) is \((Z,\alpha)\)-admissible.

**Proposition 6.6.** Let \( g \in G(Z,\alpha) \). Then for any \( J = [a,b] \) compact interval of \( \mathbb{R} \) with \( a < b \), any \( h \in L^1(J,H) \) and \( u \) any weak solution of

\[
\dddot{u}(t) + g(\dot{u}(t)) + Au(t) = h(t), \quad t \in J
\]  

we have

\[
\dddot{u} \in L^{\alpha+2}(J,Z); \quad g(\dot{u}) \in L^{\frac{\alpha+2}{\alpha+1}}(J,Z')
\]

Proof. The result is obvious for a strong solution \( u \) since then \( \dddot{u} \in C(J,V) \) and therefore \( g(\dot{u}) \in C(J,V') \). Now let \( u \) be a weak solution and \( u_n \) be a sequence converging to \( u \) in \( C(J,V) \cap C^1(J,H) \) with \( u_n \) a strong solution of

\[
\dddot{u}_n(t) + g(\dot{u}_n(t)) + Au_n(t) = h_n(t)
\]

and

\[
\lim_{n \to \infty} \|h_n - h\|_{L^1(J,H)} = 0
\]

It is an immediate consequence of (6.5) that \( \dddot{u}_n \) is a Cauchy sequence in \( L^{\alpha+2}(J,Z) \), then (6.6) shows that \( g(\dot{u}_n) \) is Cauchy in \( L^{\frac{\alpha+2}{\alpha+1}}(J,Z') \). The result follows easily.

**Corollary 6.7.** In this case the almost periodic solution is unique

Proof. Indeed if \( \omega_1, \omega_2 \) are two such solutions, then \( \dot{\omega}_1 = \dot{\omega}_2 \) and \( \dddot{\omega}_1 = \dddot{\omega}_2 \) in the sense of distributions from \( \text{Int}(J) \) with values in \( H \), then also in \( L^1(J,V') \) on any bounded interval \( J \). Then the equation gives \( A\omega_1 = A\omega_2 \) in the sense of \( L^1(J,V') \) and the conclusion follows easily.

Finally the following result improves our main asymptotic theorem by giving a rate of convergence:
Theorem 6.8. Assume that $g$ satisfies the hypotheses of Proposition 6.6. Then for any $h$ which is $S^1$-almost periodic: $\mathbb{R} \to H$ the equation

$$\ddot{u}(t) + g(\dot{u}(t)) + A u(t) = h(t), \quad t \in \mathbb{R}_+,$$

has a unique solution $\omega$ such that the vector $(\omega, \dot{\omega})$ is almost periodic $\mathbb{R} \to V \times H$. In addition for any other solution $u$ we have for some $M \geq 0$

$$\forall t \geq 0, \quad \|u(t) - \omega(t)\| + |\dot{u}(t) - \dot{\omega}(t)| \leq M(1 + t)^{-\frac{1}{\alpha}} \tag{6.8}$$

Proof. We extend the method of proof of [19], theorem 3.1 p. 200 (cf. also [15], theorem 7.5.1 p. 98) to the case of a non-local damping satisfying (6.5)- (6.6). Since the proof is quite similar we just sketch out the main steps for completeness. We start from 2 strong solutions $u$ and $v$ of the same equation

$$\ddot{u}(t) + g(\dot{u}(t)) + A u(t) = h(t), \quad t \in J$$

and we try to derive the estimate

$$\forall t \geq 0, \quad \|u(t) - v(t)\| + |\dot{u}(t) - \dot{v}(t)| \leq M(1 + t)^{-\frac{1}{\alpha}} \tag{6.9}$$

with $M$ bounded in terms of the initial data and the $S^1$ norm of $h$. To this end we introduce $z := u - v$ and the function

$$E(t) := \frac{1}{2}(\|\dot{z}(t)\|^2 + \|w(t)\|^2)$$

In particular, $E$ is non-increasing and therefore bounded. Then we define

$$\Psi(t) := E(t)^{\frac{\alpha}{2}}(z(t), \dot{z}(t))$$

First we have

$$E'(t) = -\langle g(\dot{u}(t)) - g(\dot{v}(t)), \dot{z}(t) \rangle_{V', V} \leq -c\|\dot{z}(t)\|_{z}^{\alpha+2}$$

Then we find

$$\Psi'(t) = \frac{\alpha}{2} E(t)^{\frac{\alpha}{2}-1} E'(t)(z(t), z'(t)) + E(t)^{\frac{\alpha}{2}} \langle A z(t) - g(\dot{u}(t)) + g(\dot{v}(t)), z(t) \rangle_{V', V}$$

$$\leq -C_1 E(t)^{\frac{\alpha}{2}} \|z(t)\|^2 + C E(t)^{\frac{\alpha}{2}} (\|\dot{u}(t)\|_{z}^{\alpha} + \|\dot{v}(t)\|_{z}^{\alpha}) \|\dot{z}(t)\|_{z} V e r t \|z(t)\|_{z}^{\alpha+2}$$

It follows from the properties of $g$ that $r(t) := \|\dot{u}(t)\|_{z}^{\alpha+2} + \|\dot{v}(t)\|_{z}^{\alpha+2} \in S^1(\mathbb{R}_+)$ Introducing $k(t) := \|\dot{u}(t)\|_{z}^{\alpha} + \|\dot{v}(t)\|_{z}^{\alpha}$ a rather straightforward calculation yields for any $\delta > 0$

$$\Psi'(t) \leq -C_1 E'(t) - E(t)^{\frac{\alpha}{2}} \|z(t)\|^2 + \delta k E(t)^{\frac{\alpha}{2}} \|z(t)\|^2 + \delta k^{\frac{\alpha}{2}} E(t)^{\frac{\alpha+2}{2}} + C_2 \delta^{-(\alpha+1)} \|\dot{z}(t)\|_{z}^{\alpha+2}$$

Then setting

$$F_\varepsilon := (1 + C_1 \varepsilon) E + \varepsilon \Psi$$
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we have for all $\varepsilon$ small enough

$$\frac{1}{2}E \leq F_\varepsilon \leq 2E$$

and then we find

$$F'_\varepsilon \leq -c\|\dot{z}(t)\|_Z^{\alpha+2} - \varepsilon E(t) \|z(t)\|^2 + \varepsilon k E(t) \|\dot{z}(t)\|^{\alpha+2} + \varepsilon \delta k E(t)^{\frac{\alpha+2}{2}} \|z(t)\|^2$$

By choosing $\delta = \left(\frac{2c\varepsilon}{c}\right)^{1\over \alpha+1}$ we derive

$$F'_\varepsilon \leq -\frac{c}{2}\|\dot{z}(t)\|_Z^{\alpha+2} - \varepsilon E(t) \|z(t)\|^2 + \varepsilon \delta k E(t) \|\dot{z}(t)\|^{\alpha+2} + \varepsilon \delta k E(t)^{\frac{\alpha+2}{2}} \|z(t)\|^2$$

which, for $\varepsilon$ sufficiently small, gives

$$F'_\varepsilon \leq -\varepsilon (\|\dot{z}(t)\|_Z^{\alpha+2} + E(t) \|z(t)\|^2) + K\varepsilon^{1+\frac{1}{\alpha+1}} (1 + k \|\dot{z}(t)\|^{\alpha+2})$$

This inequality reduces to

$$F'_\varepsilon \leq -\eta \varepsilon F_\varepsilon^{\alpha+2} + K'\varepsilon^{1+\frac{1}{\alpha+1}} (1 + k \|\dot{z}(t)\|^{\alpha+2})$$

Because $h_1(t) = 1 + k \|\dot{z}(t)\|^{\alpha+2}$ is in $S^1(\mathbb{R}_+)$ we conclude by a direct application of Lemma 1.7 from [19].

\[\square\]

7 Semilinear perturbations with rapidly decaying source terms.

7.1 An abstract convergence theorem

In this section we consider the equation

$$\ddot{u}(t) + g(\dot{u}(t)) + \mathcal{M}(u(t)) = h(t), \quad t \in \mathbb{R}_+,$$

where $\mathcal{M} = \nabla E$ is the gradient operator of a $C^2$ functional $E$ on $V$ and $g \in C(V, V')$ is a nonlinear damping operator such that there exists $\alpha \in (0, 1)$, $\rho_1 > 0$ and $\rho_2 > 0$ for which

$$\forall v \in V, \quad \langle g(v), v \rangle_{V', V} \geq \rho_1 \|v\|_H^{\alpha+2}$$

$$\forall v \in V, \quad \|g(v)\|_{V'} \leq \rho_2 \|g(v)\|^{\alpha+2}_{V', V}.$$
We assume that $E$ satisfies a uniform Lojasiewicz gradient inequality near the set $E = \mathcal{M}^{-1}\{0\}$ of equilibria with exponent $\theta \in \left(\frac{\alpha}{\alpha + 1} - \frac{1}{2}\right]$ which means that for some $\rho > 0$ we have for some constant $C$

$$\forall u \in V, \quad \text{dist}_V(u, E) \leq \rho \implies \forall a \in E, \quad |E(u) - E(a)|^{1-\theta} \leq C \|M u\|_V$$ (7.4)

We also need an additional technical assumption as follows. Since $E \in C^2(V)$ we have for each $u \in V$

$$E''(u) = \mathcal{M}'(u) \in \mathcal{L}(V, V')$$

and therefore

$$A^{-1} \mathcal{M}'(u) \in \mathcal{L}(V, V)$$

we require the slightly different condition

$$\forall u \in V, \quad A^{-1} \mathcal{M}'(u) \in \mathcal{L}(H, H)$$

and moreover

$$\forall u \in V, \quad \|A^{-1} \mathcal{M}'(u)\|_{\mathcal{L}(H,H)} \leq C(\|u\|)$$ (7.5)

where $C(R)$ is bounded on bounded subsets of $\mathbb{R}_+$. We obtain the following generalization of a result due to Ben Hassen and Chergui [3].

**Theorem 7.1.** Let $u \in W^{1,1}_{\text{loc}}(\mathbb{R}^+, V) \cap W^{2,1}_{\text{loc}}(\mathbb{R}^+, H)$ be a solution of (7.1) such that $u$ has precompact range in $V$ and $\dot{u}$ has precompact range in $H$. Assume in addition that

$$\exists C \geq 0, \exists \delta > 0, \quad \|h(t, \cdot)\|_H \leq C \left(1 + t\right)^{1+\delta+\alpha}, \text{ for all } t \in \mathbb{R}_+.$$ (7.6)

Then we have for some $a \in \mathcal{E}$

$$\lim_{t \to \infty} (\|u(t) - a\| + |\dot{u}(t)|) = 0$$

**Proof.** First we prove that $\|\dot{u}(t)\|_H$ tends to 0 at infinity. Indeed introducing

$$\mathcal{E}_0(t) = \frac{1}{2} \|\dot{u}(t)\|_H^2 + E(u(t))$$

we have, thanks to assumption (7.2)

$$\mathcal{E}_0'(t) = -\langle \dot{u}, g(\dot{u}) \rangle_{V', V} + \langle h, \dot{u} \rangle_H \leq -\rho_1 \|\dot{u}\|_H^{\alpha+2} + \|h\|_H \|\dot{u}\|_H.$$

$$\mathcal{E}_0'(t) \leq -\frac{\rho_1}{2} \|\dot{u}\|_H^{\alpha+2} + C_0 \|h\|_H^{\alpha+2}.$$ and therefore the bounded function

$$\mathcal{F}(t) := \mathcal{E}_0(t) + C_0 \int_t^\infty \|h(s)\|_H^{\alpha+2} \, ds$$
is non-increasing and consequently convergent at infinity. Since \( F(t) - E_0 \) tends to 0 at infinity, it follows that \( E_0(t) \) itself has a limit \( \bar{E} \). In addition we have

\[
\|\dot{u}\|_H^{\alpha + 2} \leq -\frac{2}{\rho_1} E'_0(t) + D_0 \|h\|^2 H.
\]

hence \( \|\dot{u}(t)\|_H \in L^{\alpha + 2}(\mathbb{R}_+) \) and in particular

\[
\dot{u} \in L^{\alpha + 2}(\mathbb{R}_+, V')
\]

But by the equation we also have

\[
\ddot{u} \in L^\infty(\mathbb{R}_+, V')
\]

therefore \( \lim_{t \to +\infty} \dot{u}(t) = 0 \) in \( V' \). By compactness,

\[
\lim_{t \to +\infty} \|\dot{u}(t)\|_H = 0 \tag{7.7}
\]

From the definition of \( E_0 \) we deduce

\[
\lim_{t \to +\infty} E(u(t)) = \bar{E} \tag{7.8}
\]

It is then rather straightforward to deduce the following property

\[
\lim_{t \to +\infty} \text{dist}_V(u(t), E_*) = 0 \tag{7.9}
\]

where

\[
E_* = \{ \varphi \in E, E(\varphi) = \bar{E} \}
\]

Indeed by compactness, \( u \), being Lipschitz continuous with values in \( H \), is uniformy continuous with values in \( V \). In particular we have

\[
\lim_{\varepsilon \to 0} \sup_{t \geq 0} \left\| \frac{1}{\varepsilon} \int_t^{t+\varepsilon} \mathcal{M}(u(s)) ds - \mathcal{M}(u(t)) \right\|_{V'} = 0
\]

From

\[
E'_0(t) = -\langle \dot{u}, g(\dot{u}) \rangle_{V', V'} + \langle h, \dot{u} \rangle_H \leq -\frac{1}{2} \langle \dot{u}, g(\dot{u}) \rangle_{V', V'} - \frac{\rho_1}{2} \|\dot{u}\|^2_H + \|h\|_H \|\dot{u}\|_H
\]

it follows that \( \langle \dot{u}, g(\dot{u}) \rangle_{V', V'} \in L^1(\mathbb{R}_+) \) Then we observe that \( (7.3) \) implies the inequality

\[
\forall \delta > 0, \forall v \in V, \quad \|g(v)\|_{V'} \leq \delta + C(\delta) \langle g(v), v \rangle_{V', V'}
\]

Therefore for each \( \varepsilon \) fixed

\[
\lim_{t \to +\infty} \left\| \frac{1}{\varepsilon} \int_t^{t+\varepsilon} g(\dot{u}(s)) ds \right\|_{V'} = 0
\]
By integrating the equation over \([t, t + \varepsilon]\) and dividing through by \(\varepsilon\) we now obtain
\[
\frac{1}{\varepsilon} \int_{t}^{t+\varepsilon} \mathcal{M}(u(s)) ds = \frac{1}{\varepsilon} \int_{t}^{t+\varepsilon} h(s) ds - \frac{1}{\varepsilon} \int_{t}^{t+\varepsilon} g(\dot{u}(s)) ds - \frac{1}{\varepsilon} (\dot{u}(t + \varepsilon) - \dot{u}(t))
\]
The right-hand side tends to 0 in \(V'\) as \(t \to \infty\) for any fixed \(\varepsilon > 0\). By choosing \(\varepsilon > 0\) small enough first and then letting \(t \to \infty\) we finally see that
\[
\lim_{t \to +\infty} \|\mathcal{M}(u(t))\|_{V'} = 0
\]
and the result follow easily since for any limiting point \(\varphi\) of \(u(t)\) as \(t \to \infty\) we have \(\mathcal{M}(\varphi) = 0\) and \(E(\varphi) = \bar{E}\).

Now let \(0 < \varepsilon \leq 1\) be a real constant. We define the function:
\[
H(t) = \frac{1}{2} \|\dot{u}\|^2_H + E(u) - \bar{E} + \varepsilon \|\dot{u}\|^\alpha_{V'} \langle \mathcal{M}(u), \dot{u} \rangle_{V'} + \int_{t}^{+\infty} \langle h(s), \dot{u}(s) \rangle_H
\]
\[
+ \frac{\varepsilon}{2} \left(1 + \alpha \right)^2 \int_{t}^{+\infty} \|\dot{u}\|^\alpha_{V'} \|h(s)\|^2_{V'} ds,
\]
It is clear that
\[
\lim_{t \to +\infty} H(t) = 0
\]
On the other hand \(H\) is differentiable at any point where \(\dot{u}\) does not vanish and at those points we have
\[
H'(t) = -\langle \dot{u}, g(\dot{u}) \rangle_{V', V'} + \varepsilon \|\dot{u}\|^\alpha_{V'} \langle \mathcal{M}'(u) \dot{u}, \dot{u} \rangle_{V'}
\]
\[
+ \varepsilon \|\dot{u}\|^\alpha_{V'} \langle \mathcal{M}(u), h(t) \rangle_{V', V'} - \varepsilon \|\dot{u}\|^\alpha_{V'} \langle \mathcal{M}(u), g(\dot{u}) \rangle_{V'} - \varepsilon \|\dot{u}\|^\alpha_{V'} \|\mathcal{M}(u)\|^2_{V'} + \varepsilon \|\dot{u}\|^\alpha_{V'} \langle \mathcal{M}(u), \dot{u} \rangle_{V', V'} - \varepsilon \alpha \|\dot{u}\|^{\alpha - 2}_{V'} \langle \mathcal{M}(u), \dot{u} \rangle_{V', V'} - \varepsilon \alpha \|\dot{u}\|^2_{V'} \langle \mathcal{M}(u), \dot{u} \rangle_{V', V'}.
\]
By using Cauchy-Schwarz inequality, together with assumption (7.2) we obtain
\[
H'(t) \leq -\frac{1}{2} \langle \dot{u}, g(\dot{u}) \rangle_{V', V'} - \frac{\rho_1}{2} \|\dot{u}\|^{\alpha + 2}_{H} - \varepsilon (1 - \alpha) \|\dot{u}\|^\alpha_{V'} \|\mathcal{M}(u)\|^2_{V'} + \varepsilon (1 + \alpha) \|\dot{u}\|^\alpha_{V'} \|\mathcal{M}(u)\|_{V'} \|h\|_{V'} + \varepsilon \|\dot{u}\|^\alpha_{V'} \langle \mathcal{M}'(u) \dot{u}, \dot{u} \rangle_{V'} + \varepsilon (1 + \alpha) \|\dot{u}\|^\alpha_{V'} \|\mathcal{M}(u)\|_{V'} \|g(\dot{u})\|_{V'} - \frac{\varepsilon}{2} \left(1 + \alpha \right)^2 \|\dot{u}\|^\alpha_{V'} \|h\|^2_{V'}.
\]
It is not difficult to check that \(H\) is differentiable with derivative equal to 0 any point where \(\dot{u} = 0\), therefore the above inequality is in fact valid everywhere. Since \(\|\mathcal{M}(u)\|_{V'}\) is bounded and, by using Young’s inequality together with assumption (7.3) we get
\[
\|g(\dot{u})\|_{V'} \|\mathcal{M}(u)\|_{V'} \leq \rho_2 \langle \dot{u}, g(\dot{u}) \rangle_{V', V'} \|\mathcal{M}(u)\|_{V'} \leq C_1 \|\mathcal{M}(u)\|^{\alpha + 2}_{V'} + C_2 \langle \dot{u}, g(\dot{u}) \rangle_{V', V'},
\]
where $C_1$ and $C_2$ are two positive constants.

It is easy to see that
\[
\| \mathcal{M}(u) \|_{V'} \| h \|_{V''} \leq \frac{1}{2} \left\{ \frac{1 - \alpha}{1 + \alpha} \| \mathcal{M}(u) \|_{V'}^2 + \frac{1 + \alpha}{1 - \alpha} \| h \|_{V'}^2 \right\}.
\]

Since $\lim_{t \to +\infty} \| \dot{u}(t) \|_H = 0$, there exists $T$ such that for all $t \geq T$ we have $\| \dot{u} \|_H \leq 1$. Then we get for all $t \geq T$
\[
H'(t) \leq -\frac{\rho_1}{2} + \varepsilon (1 + \alpha) C_3 \| \dot{u} \|_H^{\alpha+2} - \varepsilon \frac{1 - \alpha}{2} \| \dot{u} \|_{V'} \| \mathcal{M}(u) \|_{V'}^2 + \\
\varepsilon \| \dot{u} \|_{V'} \| \mathcal{M}'(u) \|_{V'} \| \dot{u} \|_{V'} + \varepsilon (1 + \alpha) C_4 \| \dot{u} \|_{V'} \| \mathcal{M}(u) \|_{V'}^{\alpha+2}.
\]

By assumption (7.5), and by choosing $\varepsilon$ small enough we have for all $t \geq T$
\[
H'(t) \leq -\varepsilon C_5 \| \dot{u} \|_{V'}^2 (\| \dot{u} \|_H^2 + \| \mathcal{M}(u) \|_{V'}^2).
\]

which also implies for all $t \geq T$
\[
H'(t) \leq -\varepsilon C_6 \| \dot{u} \|_{V'}^2 (\| \dot{u} \|_H + \| \mathcal{M}(u) \|_{V'})^2. \tag{7.10}
\]

From (7.10) we deduce that $H$ is nonincreasing on $[T, +\infty]$ and in particular $H(t) \geq 0$ on $\mathbb{R}_+$. If for some $t_0 \geq T$ it happens that $H(t_0) = 0$, then $H(t)$ vanishes on $[t_0, \infty)$ and by (7.10) we conclude that $\| \dot{u} \|_{V'}, \| \dot{u} \|_H^2 = 0$, hence $u(t)$ is constant for $t$ large and there is nothing to prove.

From now on we assume that for all $t \geq T$ we have $H(t) > 0$. Let $\delta > 0$ be as in (7.6). Let $\theta \in \left[ \frac{\alpha}{\alpha + 1}, \frac{1}{2} \right]$ be the Lojasiewicz exponent and let $\beta = \theta - (1 - \theta)$. We have
\[
-\frac{1}{\beta} \frac{d}{dt} (H(t)^\beta) = \frac{-H'(t)}{(H(t)^{1-\theta})^{1+\alpha}}. \tag{7.11}
\]

By applying Cauchy-Schwarz inequality we obtain
\[
H(t)^{1-\theta} \leq C_7 \left\{ \| \dot{u} \|_H^{2(1-\theta)} + |E(u) - \bar{E}|^{1-\theta} + \| \dot{u} \|_{V'}^{(\alpha+1)(1-\theta)} \| \mathcal{M}(u) \|_{V'}^{1-\theta} + \\
+ \left( \int_{t}^{+\infty} \langle h, \dot{u} \rangle_H \, ds \right)^{1-\theta} + \left( \int_{t}^{+\infty} \| h(s) \|_H^2 \, ds \right)^{1-\theta} \right\}.
\]

and we observe that, assuming $T$ large enough to insure $\text{dist}_V(u, \mathcal{E}_*) \leq \rho$ for all $t \geq T$, we have $|E(u) - \bar{E}|^{1-\theta} \leq C \| \mathcal{M}(u) \|_{V'}$. Moreover by Young's inequality and since $\| \dot{u} \|_H \leq 1$ for all $t \geq T$ we get
\[
\| \dot{u} \|_{V'}^{(\alpha+1)(1-\theta)} \| \mathcal{M}(u) \|_{V'}^{1-\theta} \leq C_7 (\| \dot{u} \|_{V'} + \| \mathcal{M}(u) \|_{V'}).$

Now, let
\[
\mathcal{E}(t) = \frac{1}{2} \| \dot{u} \|_H^2 + E(u) - \bar{E}.
\]
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We have thanks to assumption (7.2)
\[ \mathcal{E}'(t) = -\langle \dot{u}, g(\dot{u}) \rangle_{V',V} + \langle h, \dot{u} \rangle_H \leq -\rho_1 \| \dot{u} \|^\alpha_H + \| h \|_H \| \dot{u} \|_H. \]
By Young's inequality we obtain
\[ \mathcal{E}'(t) \leq -\frac{\rho_1}{2} \| \dot{u} \|^\alpha_H + C_8 \| h \|^\alpha_H. \]
By integrating we have
\[ \int_t^{+\infty} \| \dot{u} \|^\alpha_H ds \leq C_9 \mathcal{E}(t) + C_{10} \int_t^{+\infty} \| h \|^\alpha_H ds. \]
Then we have
\[ (\int_t^{+\infty} |\langle \dot{u}, h \rangle_H| ds)^{1-\theta} \leq C_{11} \mathcal{E}(t)^{1-\theta} + C_{12} (\int_t^{+\infty} \| h \|^\alpha_H ds)^{1-\theta}. \]
Now, as a consequence of (7.9) for \( t \) large enough we can use the Lojasiewicz gradient inequality. Combining with the last calculations and assumption (7.6), we obtain
\[ H(t)^{1-\theta} \leq C_{13} (\| \dot{u} \|_H + \| \mathcal{M}(u) \|_{V'}) + \frac{1}{(1 + t)^\xi (1-\theta)}, \tag{7.12} \]
where \( \xi = \alpha + 1 + \delta \left( \frac{\alpha + 2}{\alpha + 1} \right) \). As in [3] we can replace, if necessary, \( \theta \) by a smaller number still greater than \( \frac{\alpha}{\alpha + 1} \), for which \( \xi (1 - \theta) > 1 \), that we still call \( \theta \) from now on. By combining (7.10), (7.11) and (7.12) we find
\[ -C_{13} \frac{d}{dt} (H(t)^\beta) + \frac{1}{(1 + t)^\xi (1-\theta)} \geq \frac{\| \dot{u} \|^\beta_{V'} (\| \dot{u} \|_H + \| \mathcal{M}(u) \|_{V'})^2}{(\| \dot{u} \|_H + \| \mathcal{M}(u) \|_{V'})^{1+\alpha} + \frac{1}{(1 + t)^\xi (1-\theta)}}. \]
By using lemma 4.2 in [3] this implies
\[ -C_{13} \frac{d}{dt} (H(t)^\beta) + \frac{1}{(1 + t)^\xi (1-\theta)} \geq C_{14} \| \dot{u} \|^\alpha_{V'} \| \dot{u} \|^\beta_H. \]
By using the embedding of \( H \) into \( V' \) we obtain
\[ \| \dot{u} \|_{V'} \leq -C_{15} \frac{d}{dt} (H(t)^\beta) + \frac{C_{16}}{(1 + t)^\xi (1-\theta)}. \]
Hence by integrating, we get for all \( t \geq T \)
\[ \int_T^t \| \dot{u}(s) \|_{V'} ds \leq C_{15} (H(T)^\beta) + \frac{C_{17}}{(1 + T)^\xi (1-\theta)}. \]
This implies that \( \lim_{t \to +\infty} u(t) \) exists in \( V' \). By compactness, \( \lim_{t \to +\infty} u(t) \) exists in \( V \).

\[ \square \]

**Remark 7.2.** It is easy to check that any \( g \in G(Z, \alpha) \) for some \( Z \) satisfying the conditions (5.5), (5.6) and (5.7) verifies (7.2) and (7.3). Indeed, (7.2) follows from (5.21) with \( p = \alpha + 2 \) by taking \( w = 0 \) and (7.3) follows easily from the combination of (6.5) and (6.6) applied with \( w = 0 \).
7.2 A semilinear convergence theorem

In this section we consider the semilinear equation

\[ \ddot{u}(t) + g(\dot{u}(t)) + Au(t) + f(u(t)) = h(t), \quad t \in \mathbb{R}_+, \]  

(7.13)

where \( A \) is as in the previous sections, \( g \) satisfies (7.2)-(7.3) and \( f = \nabla F \in C(V,V') \) is the gradient operator of \( F \in C^2(V) \). We assume

i) There is a Banach space \( W \subset H \) such that \( V \subset W \) with compact imbedding for which \( f : W \to H \) is Lipschitz continuous on bounded sets of \( W \).

ii) The functional \( E(u) := \frac{1}{2}\|u\|^2 + F(u) \) satisfies a uniform Lojasiewicz gradient inequality (7.4) with exponent \( \theta \in \left( \frac{\alpha}{\alpha + 1}, \frac{3}{2} \right) \) near the set of equilibria \( \mathcal{E} = \mathcal{M}^{-1}\{0\} = \{ u \in V, Au + f(u) = 0 \} \).

iii) For all \( u \in V \) we have \( A^{-1}f'(u) \in \mathcal{L}(H,H) \) with

\[ \forall u \in V, \|A^{-1}f'(u)\|_{\mathcal{L}(H,H)} \leq C(\|u\|) \]  

(7.14)

where \( C(R) \) is bounded on bounded subsets of \( \mathbb{R}_+ \).

We obtain

**Theorem 7.3.** Let \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}^+, V) \cap W^{2,1}_{\text{loc}}(\mathbb{R}^+, H) \) be a solution of (7.13) such that \( u \) has bounded range in \( V \) and \( \dot{u} \) has bounded range in \( H \). Assume in addition that \( g \) satisfies (5.2), (5.3) and (5.4), and that \( h \) satisfies (7.6). Then we have for some \( a \in \mathcal{E} \)

\[ \lim_{t \to -\infty} (\|u(t) - a\| + |\dot{u}(t)|) = 0 \]

**Proof.** First we observe that under condition i) the function \( p(t) := f(u(t)) \) is uniformly continuous: \( \mathbb{R}_+ \to H \). Indeed since \( u \) is bounded in \( W \) and Lipschitz continuous: \( \mathbb{R}_+ \to H \)

\[ |f(u(t + a) - f(u(t)| \leq C\|u(t + a) - u(t)\|_W \leq \varepsilon \|u(t + a) - u(t)\|_V + K(\varepsilon)\|u(t + a) - u(t)\|_H \]

\[ \leq \varepsilon \|u(t + a) - u(t)\|_V + MK(\varepsilon)|a| \leq 2\varepsilon \sup_{t \geq 0} \|u(t)\|_V + MK(\varepsilon)|a| \]

and the result follows immediately. Then since \( h \) tends to 0 it is clear that \( k := h - p \) is \( S^1 \)-uniformly continuous. As a consequence of Theorem 5.1, we deduce that \( u \) has precompact range in \( V \) and \( \dot{u} \) has precompact range in \( H \). Then Theorem 7.3 becomes an immediate consequence of Theorem 7.1.  

\[ \square \]
8 Applications.

8.1 Some classes of admissible damping terms

When $H = L^2(\Omega, d\mu)$ with $\Omega, \mu$ some finitely measured space, an important class of damping terms satisfying the hypotheses of Theorems 4.1-5.1 is the class of Nemytskii operators associated to a numerical non-decreasing function $\gamma \in C(\mathbb{R}, \mathbb{R})$ which means that

$$\forall v \in V, \quad g(v)(x) = \gamma(v(x)), \quad \mu - a.e \text{ in } \Omega$$

Assuming that $\gamma$ satisfies

$$\exists c_0 > 0, \exists c_1 \geq 0 \quad \forall s \in \mathbb{R} \quad \gamma(s)s \geq c_0 s^2 - c_1$$

the coerciveness condition will be satisfied whatever be the space $V$ as in subsection 3.1 with $C_1 = c_1|\Omega|$. In this section we consider different kinds of damping operators of non local or semi-local type. The first class that we consider corresponds to the gradient of the convex functional

$$\Phi_1(v) := \frac{c}{\alpha + 2}|A^\frac{\alpha}{2}v|^\alpha + 2$$

**Proposition 8.1.** Let $\alpha > 0, \beta \geq 0, c > 0$ Then the operator defined by

$$g(v) := c|A^\frac{\alpha}{2}v|^\alpha A^\beta v$$

with $\beta < 1$ is $(Z, \alpha)$-admissible with $Z = D(A^\frac{\alpha}{2})$.

**Proof.** The result will in fact be a consequence of the following more general property. \qed

**Proposition 8.2.** Let $Z$ be a reflexive banach space satisfying the conditions (5.5), (5.6) and (5.7). Let $C \in \mathcal{L}(Z, H)$ be one-to one. Then the operator defined by

$$g(v) := |Cv|^\alpha C^*Cv$$

is $(Z, \alpha)$-admissible.

**Proof.** First we show that (6.5) is an immediate consequence of Lemma 2.3. Indeed we have

$$\forall (v, w) \in V \times V, \quad \langle g(v) - g(w), v - w \rangle = \langle |Cv|^\alpha C^*Cv - |Cw|^\alpha C^*Cw, v - w \rangle$$

$$= \langle C^*(|Cv|^\alpha C - |Cw|^\alpha Cw), v - w \rangle = \langle |Cv|^\alpha Cv - |Cw|^\alpha Cw, C^*v - C^*w \rangle$$

$$\geq c(\alpha)|Cv - Cw|^\alpha + 2$$

by Lemma 2.3. By Banach’s theorem we have $C^{-1} \in \mathcal{L}(H, Z)$ and therefore

$$|Cv - Cw| \geq \delta \|v - w\|_Z$$
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hence the result follows immediately. Next we show that (6.6) is a consequence of Lemma 2.2. Indeed we have

\[
\forall (v,w) \in V \times V, \quad \|g(v) - g(w)\|_{Z'} \leq \|C^*\|_{\mathcal{L}(H,Z')} \|Cv\|^\alpha Cv - |Cw|^\alpha Cw|
\]

\[
\leq (\alpha + 1)\|C^*\|_{\mathcal{L}(H,Z')} (|Cv|^\alpha + |Cw|^\alpha) |Cv - Cw|
\]

and the result follows immediately since \(C \in \mathcal{L}(Z,H)\).

\[\Box\]

Another interesting class is the following class of "semi-local" damping terms corresponding to the gradient of the convex functional

\[
\Phi_2(v) := \frac{c}{\alpha + 2} \int_\Omega |(Dv)(x)|^\alpha+2 dx
\]

where \(X\) is a finite dimensional Hilbert space with norm denoted by \(|| \cdot ||_X\) and \(D \in \mathcal{L}(V, L^{\alpha+2}(\Omega, X))\), cf also \([15]\) for results of weak convergence involving this kind of damping term in presence of almost periodic forcing.

**Proposition 8.3.** Let \(X\) be a Hilbert space with norm denoted by \(|| \cdot ||_X\), \(\mathcal{Y} = L^{\alpha+2}(\Omega, X)\), \(Z\) be as in the previous result and and \(D \in \mathcal{L}(Z, \mathcal{Y})\) be be one-to one. Then the operator defined by

\[
g(v) := cD^*(|Dv|_X^\alpha Dv)
\]

is \((Z, \alpha)\)-admissible.

**Proof.** We have, applying Lemma 2.3 in the Hilbert space \(X\) and using \(D^{-1} \in \mathcal{L}(\mathcal{Y}, Z)\)

\[
\forall (v,w) \in V \times V, \quad \langle g(v) - g(w), v - w \rangle = \langle cD^*(|Dv|_X^\alpha Dv) - cD^*(|Dw|_X^\alpha Dw), v - w \rangle
\]

\[
= \langle |Dv|_X^\alpha Dv - |Dw|_X^\alpha Dw, Dv - Dw \rangle_{\mathcal{Y}, \mathcal{Y}} = c \int_\Omega (|Dv|_X^\alpha Dv - |Dw|_X^\alpha Dw, Dv - Dw)_X dx
\]

\[
\geq c' \int_\Omega |Dv - Dw|_X^{\alpha+2} dx \geq c'' ||v - w||_{Z'}^{\alpha+2}
\]

This proves (6.5). In order to check (6.6) we write, using Lemma 2.2 in the Hilbert space \(X\)

\[
\forall (v,w) \in V \times V, \quad \|g(v) - g(w)\|_{Z'} \leq ||D^*||_{\mathcal{L}(\mathcal{Y}', Z')} \||Dv|_X^\alpha Dv - |Dw|_X^\alpha Dw\|_{\mathcal{Y}'}
\]

\[
\leq K \left\{ \int_\Omega ||Dv|_X^\alpha Dv - |Dw|_X^\alpha Dw||_X^{\alpha+2} dx \right\}^{\frac{\alpha+1}{\alpha+2}} \leq CK \left\{ \int_\Omega (|Dv|_X^\alpha + |Dw|_X^\alpha)^{\frac{\alpha+1}{\alpha+2}} |Dv - Dw|_X^{\alpha+2} dx \right\}^{\frac{\alpha+1}{\alpha+2}}
\]

\[
\leq K' \left\{ \int_\Omega (|Dv|_X^{\alpha+2} + |Dw|_X^{\alpha+2}) dx \right\}^{\frac{\alpha}{\alpha+2}} \left\{ \int_\Omega |Dv - Dw|_X^{\alpha+2} dx \right\}^{\frac{1}{\alpha+2}}
\]

and the result follows easily since \(D \in \mathcal{L}(Z, \mathcal{Y})\).

\[\Box\]
8.2 Almost periodic forcing in presence of a non-local damping

In this Section, $\Omega$ denotes a bounded open domain of $\mathbb{R}^N$ with $C^2$ boundary and $\alpha \geq 0$, $c > 0$. We consider the 5 following special cases of (6.2)

Example 1: the wave equation with nonlinear averaged damping

\[
\begin{aligned}
&u_{tt} + c\int_{\Omega} u_t^2(t,x)\,dx \Delta u - \Delta u = h(t,x), \quad \text{in } \mathbb{R}_+ \times \Omega, \\
&u = 0 \quad \text{on } \mathbb{R}_+ \times \partial\Omega.
\end{aligned}
\]  

(8.1)

Here $V = H^1_0(\Omega)$ and $H = L^2(\Omega) = Z$.

Example 2: A clamped plate equation with nonlinear structural averaged damping

\[
\begin{aligned}
&u_{tt} - c\int_{\Omega} |\nabla u_t|^2\,dx \Delta u_t + \Delta^2 u = h(t,x), \quad \text{in } \mathbb{R}_+ \times \Omega, \\
&u = |\nabla u| = 0 \quad \text{on } \mathbb{R}_+ \times \partial\Omega,
\end{aligned}
\]  

(8.2)

Here $V = H^2_0(\Omega)$, $H = L^2(\Omega)$ and $Z = H^1_0(\Omega)$.

Example 3: A simply supported plate equation with nonlinear structural averaged damping

\[
\begin{aligned}
&u_{tt} - c\int_{\Omega} |\nabla u_t|^2\,dx \Delta u_t + \Delta^2 u = h(t,x), \quad \text{in } \mathbb{R}_+ \times \Omega, \\
&u = \Delta u = 0, \quad \text{on } \mathbb{R}_+ \times \partial\Omega,
\end{aligned}
\]  

(8.3)

Here $V = H^2 \cap H^1_0(\Omega)$, $H = L^2(\Omega)$ and $Z = H^1_0(\Omega)$.

Example 4: A clamped plate equation with a semi-local nonlinear damping

\[
\begin{aligned}
&u_{tt} - c \text{div}(\nabla u_t^\alpha \nabla u_t) + \Delta^2 u = h(t,x), \quad \text{in } \mathbb{R}_+ \times \Omega, \\
&u(t,x) = |\nabla u| = 0, \quad \text{on } \mathbb{R}_+ \times \partial\Omega,
\end{aligned}
\]  

(8.4)

Here $V = H^2_0(\Omega)$ and $H = L^2(\Omega)$.

Example 5: A simply supported plate equation with a semi-local nonlinear damping

\[
\begin{aligned}
&u_{tt} - c \text{div}(\nabla u_t^\alpha \nabla u_t) + \Delta^2 u = h(t,x), \quad \text{in } \mathbb{R}_+ \times \Omega, \\
&u(t,x) = \Delta u = 0, \quad \text{on } \mathbb{R}_+ \times \partial\Omega,
\end{aligned}
\]  

(8.5)

Here $V = H^2 \cap H^1_0(\Omega)$ and $H = L^2(\Omega)$.

The following result is an immediate consequence of Theorem 6.8 and the properties established in Section 8.1.
Theorem 8.4. Let $\alpha \geq 0$ be arbitrary with the restriction $(N - 2)\alpha < 4$ in examples 4-5. Then for any $h$ which is $S^1$-almost periodic: $\mathbb{R} \to H = L^2(\Omega)$ each equation above has a unique solution $\omega$ such that the vector $(\omega, \dot{\omega})$ is almost periodic $\mathbb{R} \to V \times H$. In addition for any other solution $u$ we have for some $M > 0$

$$\forall t \geq 0, \|u(t) - \omega(t)\| + |\dot{u}(t) - \dot{\omega}(t)| \leq M(1 + t)^{-\frac{1}{\alpha}}$$

Proof. The only thing to check is that in all the examples, the operator $g$ is $(Z, \alpha)$-admissible for some relevant choice of $Z$. In examples 1, 2, 3 we apply Proposition 8.2 and in examples 4-5 we use Proposition 8.3 with $\mathcal{Y} = L^{\alpha+2}(\Omega, \mathbb{R}^N)$ and $Z$ the closure of $V$ in $H^{2-\varepsilon}$ for some $\varepsilon > 0$. We skip the details.

8.3 Convergence in presence of a non-local damping

We now give some generalizations of the main infinite-dimensional result from [3]. The spaces $V$ and $H$ are the same as in the corresponding examples in the previous subsection.

Example 6: the wave equation with averaged damping

Under the following assumptions on $f$ and $h$:

$$f : \mathbb{R} \to \mathbb{R} \text{ is analytic,}$$

there exists $C \geq 0$ and $\eta > 0$ with $(N - 2)\eta < 2$ such that:

$$|f'(s)| \leq C(1 + |s|^{\eta}) \text{ on } \mathbb{R},$$

we consider the equation

$$\begin{cases} u_{tt} + c[\int_{\Omega} u_t^2(t, x)dx]^{\frac{\eta}{2}} u_t - \Delta u + f(u) = h(t, x), & \text{in } \mathbb{R}_+ \times \Omega, \\
 u = 0 & \text{on } \mathbb{R}_+ \times \partial \Omega. \end{cases}$$

Example 7: A clamped plate equation with nonlinear structural averaged damping

Under the following assumptions on $f$:

$$f : \mathbb{R} \to \mathbb{R} \text{ is analytic,}$$

there exists $C \geq 0$ and $\eta > 0$ with $(N - 4)\eta < 4$ such that:

$$|f'(s)| \leq C(1 + |s|^{\eta}) \text{ on } \mathbb{R},$$
we consider the equation
\[
\begin{cases}
  u_{tt} - c [\int_{\Omega} |\nabla u_t|^2 dx]^{\frac{2}{2}} \Delta u_t + \Delta^2 u + f(u) = h(t, x), & \text{in } \mathbb{R}_+ \times \Omega, \\
  u = |\nabla u| = 0, & \text{on } \mathbb{R}_+ \times \partial \Omega,
\end{cases}
\] (8.11)

**Example 8:** A simply supported plate equation with nonlinear structural averaged damping

Assuming that \( f \) satisfies (8.9) and (8.10) we consider the equation
\[
\begin{cases}
  u_{tt} - c [\int_{\Omega} |\nabla u_t|^2 dx]^{\frac{2}{2}} \Delta u_t + \Delta^2 u + f(u) = h(t, x), & \text{in } \mathbb{R}_+ \times \Omega, \\
  u = \Delta u = 0, & \text{on } \mathbb{R}_+ \times \partial \Omega,
\end{cases}
\] (8.12)

**Example 9:** A clamped plate equation with a semi-local non linear damping

Assuming that \( f \) satisfies (8.9) and (8.10), assuming in addition \((N-2)\alpha < 4\) we consider the equation
\[
\begin{cases}
  u_{tt} - c \text{div}(|\nabla u_t|^{\alpha} \nabla u_t) + \Delta^2 u + f(u) = h(t, x), & \text{in } \mathbb{R}_+ \times \Omega, \\
  u = |\nabla u| = 0, & \text{on } \mathbb{R}_+ \times \partial \Omega,
\end{cases}
\] (8.13)

**Example 10:** A simply supported plate equation with a semi-local non linear damping

Assuming that \( f \) satisfies (8.9) and (8.10), assuming in addition \((N-2)\alpha < 4\) we consider the equation
\[
\begin{cases}
  u_{tt} - c \text{div}(|\nabla u_t|^{\alpha} \nabla u_t) + \Delta^2 u + f(u) = h(t, x), & \text{in } \mathbb{R}_+ \times \Omega, \\
  u = \Delta u = 0, & \text{on } \mathbb{R}_+ \times \partial \Omega,
\end{cases}
\] (8.14)

The following result is an immediate consequence of Theorem and the properties established in Section 8.1.

**Theorem 8.5.** Define \( V \) and \( H \) as in the examples of Section 8.2. Let \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}_+, V) \cap W^{2,1}_{\text{loc}}(\mathbb{R}_+, H) \) be a solution of one of the above equations. Assume in addition that \( F(s) = \int_0^s f(s)ds \) is bounded from below, that \( \alpha \) is small enough (depending on \( f \)) and that \( h \) satisfies
\[
\exists K \geq 0, \exists \delta > 0, \| h(t, \cdot) \|_{L^2(\Omega)} \leq \frac{K}{(1+t)^{1+\delta+\alpha}}, \text{ for all } t \in \mathbb{R}_+.
\] (8.15)

Then we have for some \( \varphi \in V \) solution of the corresponding elliptic problem
\[-\Delta \varphi + f(\varphi) = 0 \quad (\text{example 6})\]
or
\[ \Delta^2 \varphi + f(\varphi) = 0 \quad \text{(examples 7-10)} \]
with the relevant boundary conditions
\[ \lim_{t \to \infty} (\|u(t) - \varphi\| + |\dot{u}(t)|) = 0. \]

**Proof.** From the hypothesis on \( f \) it is easy to check that all solutions have a bounded energy and the set of stationary solutions is compact, hence the potential energy \( E \) satisfies (7.4). Then we apply Theorem 7.3. We skip the details which are rather classical. \( \square \)
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