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Abstract. The reduced basis element method is a new approach for the approximation of partial
differential equations that takes its roots in the domain decomposition method and in the reduced
basis discretization. The basic idea is to decompose the domain of computation into a series of
subdomains (the elements) that are similar to a few reference domains. These reference domains are
actually “filled” with reduced basis functional spaces that are mapped to each subdomain together
with the geometry. The discrete approximation space is then composed of functions with the property
that a function restricted to a subdomain belongs to the mapped reduced spaces. Finally, a mortar-
type method is applied to glue the various local functions. In this paper we focus on the definition
of the reference shapes, and together with theoretical and numerical justifications of the method, we
provide a posteriori error analysis tools that allow us to certify the computational results.
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1. Introduction. A reduced basis element method was introduced in [10] in
the context of solving the Laplace problem on a deformed geometry. The basic
idea consists in combining domain decomposition techniques with reduced basis
approximations.

On the one hand, domain decomposition approaches are classically of interest for
at least two reasons: the first one is to enable the use of parallel architectures in order
to speed up the solution time compared to a global approach; the second reason is to
generalize a discretization method that is originally designed over a simple geometry,
like the extension of the spectral method to the spectral element discretization. This
latter aspect is a first basic ingredient of the reduced basis element method.

On the other hand, reduced basis methods have been introduced in [11] and [6]
to obtain a good approximation by solving very small discrete systems. The idea is
that, in the frame of problems that appear as partial differential equations depending
on some (family of) parameters, the dependency of the solution on the parameters is
most often regular so that the generic solution (as a function of the parameters) can
be well approximated by some linear combination of the solutions precomputed for
certain instances of the parameters. This is the second basic ingredient of the reduced
basis element method.

Our method takes into account these features in a new point of view as the
parameters that are referred to represent the shape of the domain. In this sense,
the method represents a generalization as, to our knowledge, previous choices of the
parameters always belong to a subset of \( \mathbb{R}^p, p \in \mathbb{N} \); here, the shapes live in some
infinite-dimensional space.

The introduction to our method is as follows. The computational domain of interest is first decomposed into several subdomains, each of them being the deformation of one or a few generic, reference building blocks. As a precomputation, the Laplace problem is solved over various deformations of each reference building block and stored, after mapping, on the associated reference building block; here, the spectral element method is used to precompute these solutions, but other standard discretizations can be used as well. The solution corresponding to an unknown, deformed geometry is then represented as a linear combination of the precomputed solutions mapped from the reference building block onto each particular subdomain of interest, and the matching between the different subdomains is ensured through the use of Lagrange multipliers. Very rapid convergence can be observed.

In this paper we extend the generality of the computation by introducing more complex reference building blocks. In addition, we introduce an a posteriori error estimator that can be advocated in order to certify the approximations of some output. These latter results extend to our context the general literature on bounds on outputs for which we refer to, e.g., [7, 12, 13].

2. Definition of the thermal fin problem.

2.1. Strong formulation. The particular problem we study is the heat conduction in a thermal fin. This problem has previously been used as a test problem in the context of developing and computing output bounds for partial differential equations for other types of reduced basis approximations; see [7].

A typical three-stage thermal fin is depicted and described in Figure 1. A constant heat flux, $q$, is prescribed at the root of the fin and may represent the heat generated from an electronic device, say. The purpose of the fin is to effectively remove this heat. In general, we may have $K$ such stages; in what follows we shall introduce our methodology on this particular geometry ($K = 3$) for the sake of clarity.

We assume that the fin can be assembled from a few different types of material,
each with a constant thermal conductivity. In general, $\Omega_i^m$ will denote the part of the fin which is made from the same material $m_i$ and which has an associated thermal conductivity $k_i > 0$. In particular, we denote the central piece of the fin as $\Omega_0^m$ and the corresponding conductivity as $k_0 > 0$. The two subfins (left and right) associated with stage $i$ are denoted as $\Omega_i^m$ and are assumed to be made from the same material with conductivity $k_i$; however, the conductivities may be different in the different stages $i = 1, 2, 3$.

We assume no heat generation within the thermal fin itself. The heat flux entering the fin at the fin root, $\Gamma_{\text{root}}$, will leave through the remaining surface of the fin. At steady state, the heat flux entering at the fin root must equal the total heat loss.

In order to model the heat loss from the fin surface, we prescribe the Robin boundary conditions

\begin{equation}
-k_i \frac{\partial u}{\partial n} = B_i u \quad \text{on} \quad \Gamma_i^m, \quad i = 0, 1, 2, 3.
\end{equation}

Here, $\Gamma_i^m$ denotes the external fin surface associated with $\Omega_i^m$, $B_i$ is the Biot number ($B_i > 0$), and $u$ denotes the temperature. The Robin boundary condition models heat loss due to convection, and a high Biot number means a more effective heat removal for a given (normalized) surrounding temperature equal to zero.

The governing equation for the temperature $u$ in the fin is the Laplace equation within each subregion $\Omega_i^m, i = 0, 1, 2, 3$. More precisely,

\begin{equation}
k_i \nabla^2 u = 0 \quad \text{in} \quad \Omega_i^m, \quad i = 0, 1, 2, 3.
\end{equation}

On the internal interface $\Gamma_{0,i}^m$ between the central piece $\Omega_0^m$ and the subfins $\Omega_i^m, i = 1, 2, 3$, continuity of the temperature and the heat flux is required.

### 2.2. Weak formulation

The weak formulation of the thermal fin problem can be stated as follows: Find $u \in H^1(\Omega)$ such that

\begin{equation}
a(u, v) = f(v) \quad \forall \quad v \in H^1(\Omega),
\end{equation}

where

\begin{equation}
a(u, v) = \sum_{i=0}^3 k_i \int_{\Omega_i^m} \nabla u \cdot \nabla v \, dA + B_i \sum_{i=0}^3 \int_{\Gamma_i^m} u v \, dS,
\end{equation}

\begin{equation}
f(v) = \int_{\Gamma_{\text{root}}} q v \, dS.
\end{equation}

We note that $a(\cdot, \cdot)$ is a symmetric, positive definite bilinear form, and $f(\cdot)$ is a linear form. It is standard to show that this problem has a unique solution $u$.

### 2.3. Spectral element solution

One straightforward way to solve the thermal fin problem (2.3)–(2.5) is to apply a standard Galerkin-type method. For example, Figure 2 depicts a spectral element discretization comprising $K = 12$ spectral elements or subdomains $\Omega_k^i, k = 1, \ldots, K$; the center piece of the fin $\Omega_0^m$ consists of six spectral elements (two elements per stage of the fin), while each subfin consists of a single spectral element. The solution within each spectral element is approximated as a polynomial of degree $N = 20$ in each spatial direction.

In terms of domain decomposition, we remark that

\begin{equation}
\Omega = \bigcup_{i=0}^3 \Omega_i^m = \bigcup_{k=1}^K \Omega_k^i;
\end{equation}
Fig. 2. Spectral element grid associated with the thermal fin problem. The three-stage fin is decomposed into $K = 12$ elements, each of order $N = 20$.

where superscript $m$ is associated with a decomposition into different materials, while superscript $e$ is associated with a decomposition into different elements.

Next, we define the finite-dimensional subspace $X^N$ of $H^1(\Omega)$ consisting of all functions which are polynomials of degree $N$ over each spectral element $\Omega^e_k$, $k = 1, \ldots, K$, and which are continuous across internal boundaries between adjacent elements. Mathematically, we can express $X^N$ as

$$X^N = \{ v \in H^1(\Omega), \ v|_{\Omega^e_k} \in P_N(\Omega^e_k), k = 1, \ldots, K \}. \tag{2.7}$$

The spectral element formulation for the thermal fin problem can then be stated as follows: Find $u^N \in X^N$ such that

$$a^N(u^N, v) = f^N(v) \quad \forall \ v \in X^N, \tag{2.8}$$

where $a^N$ and $f^N$ in (2.8) denote evaluation of the integrals appearing in the bilinear and linear forms in (2.4)–(2.5) by Gauss–Lobatto quadrature; see [8]. The method is thus a conforming method. It is well known that the following error estimate holds: for any $s$ such that $u|_{\Omega^e_k} \in H^s(\Omega^e_k)$,

$$\|u - u^N\|_{H^1(\Omega)} \leq c N^{1-s} \sum_{k=1}^K \|u|_{\Omega^e_k}\|_{H^s(\Omega^e_k)}. \tag{2.9}$$

For the discretization shown in Figure 2, the total number of degrees-of-freedom is approximately $K \times N^2 = 4800$. Figure 3 shows the corresponding spectral element solution $u^N$ in terms of temperature contours. The choice of parameters for this particular thermal fin problem is $k_0 = 1.0$, $k_1 = 0.4$, $k_2 = 0.6$, $k_3 = 0.8$, $q = 1$, and $\text{Bi} = 0.1$. This computation will serve as the reference in what follows as spectral element approximations with degree 20 can be assumed to be largely accurate enough for most applications.
3. Reduced basis element method: Basic features. We observe that the global solution to the thermal fin problem is characterized by a certain amount of “repetitiveness” of the local solution behavior. The temperature drop through the central piece of the fin, as well as through the individual subfins, exhibits some degree of similarity: each individual spectral element of the fin is made of a material with a constant thermal conductivity; the governing equation within each individual spectral element is the Laplace equation; the “boundary conditions” along the surface of each individual element consist of one side with an incoming thermal heat flux, while the heat is leaving through the remaining sides.

The idea behind using the reduced basis element method for this problem is threefold: (i) to decompose the geometry $\Omega$ into elementary bricks that resemble a fixed reference shape $\hat{\Omega}$; (ii) to express the approximate numerical solution within each particular brick as a linear combination of precomputed solutions for similar parts; (iii) to glue together the solutions on the individual parts by using Lagrange multipliers. Let us now proceed with more details.

3.1. A first choice of reduced basis elements. The natural choice of elementary bricks consists of a decomposition into rectangles $\Omega_k$. The objective is to construct a (small) set of basis functions which can be used to approximate the solution over a reference domain (here, $\hat{\Omega} = (-1,1)^2$) with a constant thermal conductivity. The idea is then to reuse this basis set over each part of the thermal fin (here, in each spectral element), and to glue together the individual solutions to form a global solution for the entire fin.

In order to precompute the basis functions, we compute the temperature solution corresponding to one or more smaller fin problems, in particular, fin problems with only a single stage. Specifically, we compute the spectral element solution in a geometry depicted in Figure 4. The domain is discretized into four rectangular spectral elements. The central part of the fin is comprised of the two elements in the middle, and the associated thermal conductivity is $k_0$ in both elements. The subfin to the left has a thermal conductivity $k_{\text{left}}$, while the subfin to the right has a thermal
Fig. 4. The geometry of the (small) thermal fin problem used in order to construct a first choice of reduced basis functions.

Table 1
Choice of parameters.

<table>
<thead>
<tr>
<th>Snapshot</th>
<th>k₀</th>
<th>k_{left}</th>
<th>k_{right}</th>
<th>Bi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.4</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>0.4</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>0.2</td>
<td>1.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

conductivity $k_{right}$. Note that the left and right subfins are shorter and thicker than the subfins on the three-stage thermal fin we are actually interested in. Also note that, while the real subfins have the same conductivity at each stage, the subfins in the sample problems are different ($k_{left} \neq k_{right}$). The boundary conditions are similar to the three-stage fin: a specified heat flux $q$ at the root of the fin (the bottom surface) and Robin boundary conditions along the remaining external surface.

We solve three instantiations (or snapshots) of this smaller fin problem. The associated choice of parameters is shown in Table 1. Note that all the precomputed solutions are asymmetric, while the solution for the three-stage fin is symmetric with respect to the vertical center line; see Figure 3.

The reduced basis is now constructed as follows: for each snapshot, the spectral element solution restricted to each of the four spectral elements (or subdomains) is defined as an element in the reduced basis. In this way, a single snapshot generates four basis functions. These basis functions are represented on the reference domain $\hat{\Omega} \equiv (-1,1)^2$ and will be denoted as $w_i$, $i = 1, 2, 3, 4$. All the basis functions $w_i$ are oriented in such a way that the heat flux into the reference domain corresponds to the same surface for all the basis functions. For example, if $(\xi, \eta)$ represents a point in the reference domain, the surface $\eta = -1$ may correspond to the surface where the normal derivative of the solution is negative (i.e., the heat flux is directed into the domain). Note that here we take into account some natural facts about the physics of the phenomenon. This allows us to further reduce the size of the reduced basis set.

In order to minimize potential directional effects, we enrich the basis by reflecting each basis function $w_i$ around the line $\xi = 0$ on the reference domain; this approach
will thus generate a total of 4 × 2 = 8 individual basis functions \{w_i\}^8_{i=1} for each
snapshot. With two snapshots, we generate 16 basis functions, and with three snap-
shots, we generate 24 basis functions. This compares to the original 20^2 = 400 basis
functions used within a single element. In other words, we approximate the tempera-
ture within a single element using very few basis functions. However, we repeat that
each of the reduced basis functions is represented using the “conventional” spectral
element basis. The key point is that the reduced basis is more “tailored” toward the
particular type of application that we are interested in. The number of stages in the
fin and the types of material associated with the individual parts may vary from case
to case, but the solution within a particular part can hopefully be described by a few
representative basis functions.

At this point, one additional comment is in order. The previous discussion has
tacitly assumed that all the precomputed basis functions are linearly independent
(as elements of \(L^2(\Omega)\)). The asymmetric sample solutions shown earlier will ensure
that this is not obviously false. However, the basis functions may be close to being
linearly dependent, leading to lack of stability with respect to round-off errors. This
is particularly noticeable if we include three snapshots instead of two. In order to
make sure that the basis functions are, in fact, far from being linearly dependent, we
perform a modified Gram–Schmidt orthogonalization of all the basis functions with
respect to the inner product associated with the usual energy norm.

### 3.2. Reduced basis solution with two snapshots.

We consider first a re-
duced basis constructed from snapshots 1 and 2. Armed with a precomputed set
comprising \(M = 16\) basis functions \(\{w_i\}^{16}_{i=1}\), which are all represented on the refer-
cence domain \(\hat{\Omega}\), we are in a position to define a reduced basis element formulation of
the three-stage fin problem. The 16 reduced basis functions are mapped from the ref-
erence domain \(\hat{\Omega}\) onto the \(K = 12\) spectral elements \(\Omega_k, k = 1, \ldots, K\), in the fin;
we denote the corresponding mappings \(\Phi_k, k = 1, \ldots, K\). Note that these mappings
should be chosen so that the image of the surface \(\eta = -1\) through \(\Phi_k\) corresponds
to the surface where the energy enters the subdomain \(\Phi_k(\hat{\Omega})\). Note also that all the
mappings are chosen with positive Jacobian determinant.

Next, we introduce the (first) finite-dimensional space

\[
\mathcal{Y}_M^1 = \{ v \in L^2(\Omega), \ v|_{\Omega_k} \circ \Phi_k \in \text{Span}\{w_i\}^M_{i=1} \}.
\]  

(3.1)

In order to propose an admissible discrete space for \(H^1(\Omega)\), we have to glue
together the values of elements of \(\mathcal{Y}_M^1\) through each interface \(\Gamma_{k,\ell}^e\) between two adjacent
spectral elements \(\Omega_k^e\) and \(\Omega_{\ell}^e\). As is often the case, the exact coincidence of the traces
of the discrete functions is generally too stringent; thus, the gluing process is done in
a dual way through Lagrange multipliers. We denote by \(W_{k,\ell}\) a set of functions over
each interface \(\Gamma_{k,\ell}^e\), and we define

\[
\mathcal{X}_M^1 = \left\{ v \in \mathcal{Y}_M^1, \ \forall k, \ell, \ \forall \psi \in W_{k,\ell}, \int_{\Gamma_{k,\ell}^e} (v^+ - v^-) \psi \, ds = 0 \right\},
\]  

(3.2)

where, for a given \(v\) in \(\mathcal{Y}_M^1\) and any interface \(\Gamma_{k,\ell}^e\), \(v^+\) and \(v^-\) stand
for the two values that \(v\) takes on each side of \(\Gamma_{k,\ell}^e\). For later use, we denote by \([v]\)
the jump \([v] = v^+ - v^-\).

Of course, the approximation space is generally not a subspace of \(H^1(\Omega)\) and the
method is nonconforming. The definition of the Lagrange multiplier space \(W_{k,\ell}\) has to
be done in a proper way and can also be defined through a mapping from a reference space of test functions over the reference interval \([-1,1]\).

The discrete problem based on a reduced basis element method can now be defined as follows: Find \(u^1_M \in X^1_M\) such that

\[
a^N(u^1_M, v) = f^N(v) \quad \forall v \in X^1_M,
\]

where \(a^N\) and \(f^N\) denote the same bilinear and linear forms as in (2.8). Again, it is an easy matter to check that this problem is well posed.

We thus see that the best linear combination of the precomputed basis functions \(\{w_i\}\), mapped to each spectral element, is found via a Galerkin procedure. For the spectral element including the root of the fin, the prescribed flux boundary condition is satisfied in a weak sense through the linear form \(f(\cdot)\). Along the remaining boundary, the Robin boundary conditions are taken care of through the definition of the bilinear form \(a(\cdot, \cdot)\). Finally, along all the internal boundaries between adjacent spectral elements, the jump in the solution is assumed to be orthogonal to all elements belonging to a predefined Lagrange multiplier space in the spirit of the mortar element method [5, 1].

The standard tool for analyzing such a nonconforming discretization method is the Berger–Scott–Strang lemma [2] that with our notation yields

\[
\|u - u^1_M\|_* \leq c \left( \inf_{v_M \in X^1_M} \|u - v_M\|_* + \sup_{w_M \in X^1_M} \frac{\sum_{k,\ell} \int_{\Gamma^e_{k,\ell}} \frac{\partial w}{\partial n}[w_M]}{\|w_M\|_*} \right),
\]

where the norm \(\|\cdot\|_*\) (resp., the seminorm \(|\cdot|_*\)) is known as the “broken norm” (resp., the “broken seminorm”) and is defined by

\[
\forall v \in Y^1_M, \quad \|v\|_*^2 = \sum_{k=1}^{K} \|v|_{\Omega^e_k}\|_{H^1(\Omega^e_k)}^2, \quad \left( \text{resp., } |v|_*^2 = \sum_{k=1}^{K} |v|_{\Omega^e_k}\|_{H^1(\Omega^e_k)}^2 \right).
\]

The first term in the error bound (3.4) is known as the best fit error contribution, while the second term is known as the consistency error contribution and is the consequence of the nonconformity of the method. The objective is to have these two contributions small and of the same order.

In summary, with \(M = 16\) basis functions \(\{w_i\}\) and a Lagrange multiplier space \(W_{k,\ell} = \mathbb{P}_2(\Gamma^e_{k,\ell})\) over each \(\Gamma^e_{k,\ell}\), this procedure gives rise to a system of algebraic equations of size 225; the structure of this system is depicted in Figure 5. The system is solved using standard Gaussian elimination. The maximum pointwise error is 0.038, approximately 2%.

In the example just mentioned, we defined our Lagrange multiplier space as \(W_{k,\ell} = \mathbb{P}_2(\Gamma^e_{k,\ell})\), i.e., consisting of low order polynomials of maximum degree equal to 2. In the table below, we compare the maximum pointwise error for the same case, but with \(W_{k,\ell} = \mathbb{P}_n(\Gamma^e_{k,\ell})\), and with \(n = 1, 2, \ldots, 10\). We notice that a fairly broad minimum is reached for values of \(n\) in the range 2–5. As expected, increasing \(n\) too much gives too stringent continuity requirements, and a resulting error increase is observed.

It could also be interesting to define the Lagrange multiplier space in a different fashion, taking more into account the singular behavior near the sharp corners of the fin. To this end, we consider the first snapshot in Table 1 which we denote as \(u_1\).
In particular, we consider the normal derivative of $u_1$ along the two internal vertical interfaces which we simply denote as $\Gamma_{\text{left}}$ and $\Gamma_{\text{right}}$. We then define the Lagrange multiplier space as

$$
W_{k,\ell} = \text{span}\left\{ \frac{\partial u_1}{\partial x} |_{\Gamma_{\text{left}}} , \frac{\partial u_1}{\partial x} |_{\Gamma_{\text{right}}} , \text{reflections} \right\}.
$$

Here, “reflections” means that we also include the reflected (or symmetric) versions of the two precomputed traces in $W_{k,\ell}$. Note that $W_{k,\ell}$ now consists of functions which are polynomials of degree $N = 20$; i.e., the functions are of high polynomial degree. However, the dimension of $W_{k,\ell}$ defined in (3.5) is equal to 4, which can be compared with the dimension of $W_{k,\ell}$ when we instead use low order polynomials with $n = 3$. As in the first test, we use 16 basis functions inside each element. The maximum pointwise error is now 0.028, which should be compared to the earlier value of 0.034 reported in Table 2.

Note that we could also define the Lagrange multiplier space in many other ways, for example, by using other snapshots than the first one, or including the $y$-derivative of the sample solutions along internal horizontal interfaces. We have also experimented with this; however, the result shown in Table 2 seems to be typical. This may indicate that the governing error in (3.4) is then the best fit error and not the consistency error any more. This is confirmed by other numerical experiments that we have run that consist of defining the Lagrange multiplier space based on traces of the normal
derivative of the reference solution \( u^N \) so that the consistency error is zero; even then, the error is not improved.

**3.3. Reduced basis solution with three snapshots.** As a final test case, we now enrich the basis by also including snapshot number 3; see Table 2. The total number of basis functions within each element is therefore \( M = 24 \) (including reflections). In reference to the end of the previous subsection, this will allow us to diminish the best fit error. As mentioned earlier, we perform a modified Gram–Schmidt orthogonalization of the precomputed basis functions in order to improve the stability properties of the resulting system of algebraic equations; without orthogonalization, we experienced stability problems. The maximum pointwise error with \( W_{k,\ell} = \mathbb{P}_3(\Gamma_{k,\ell}^e) \) is now 0.016, which means a reduction by a factor of 2 compared to the case with two snapshots (see Table 2).

**3.4. Some comments and comparison with standard approximations.** At this point, a natural question to ask is how the accuracy and cost of using a reduced basis element method compares with a standard approximation consisting of simply using a low order polynomial approximation inside each spectral element. We will comment on this question now.

Consider the case where we use a standard, conforming spectral element discretization for the three-stage fin problem. As before, each stage consists of four spectral elements; however, the polynomial degree is now \( N = 4 \). Taking into account the boundary conditions for this problem, the total number of unknowns for this discretization is 245. The associated maximum pointwise error is 0.026, which is roughly at the same level of error as the reduced basis approach described earlier for a comparable number of degrees-of-freedom.

At this point, it may be natural to conclude that it is better to simply use a coarse discretization instead of a reduced basis approach. A standard approximation is certainly simpler to use. However, it is also remarkable that the reduced basis element method is, as exemplified in this simple version, as accurate as the spectral element method that is recognized for its infinite order accuracy and its ability to approximate even corner singularities well; see [4]. It is furthermore interesting to reflect on whether the reduced basis approach has been used in the most appropriate way for this problem, or whether there is a more optimal way of constructing reduced basis functions. This issue will be topic of the next section.

**4. Reduced basis element method: Efficiency and reliability.** In this section, we want to address a more ad hoc reduced basis element method, as the building block will be more tuned to the particular geometry we have at hand. We shall now also consider more general fins in the sense that they may have various number of stages and that each stage may be different. Finally, we will discuss a posteriori error estimation.

**4.1. A second choice of reduced basis elements.** Let \( \Omega \) be the geometry of the fin of interest. We assume it is composed of \( K \) stages, i.e.,

\[
\Omega = \bigcup_{k=1}^{K} \Omega_{k}^{bb},
\]

where each “building block” \( \Omega_{k}^{bb} \) is assumed to be the image of a reference one-stage fin \( \hat{\Omega} \). For reference, we assume that \( \hat{\Omega} \) is composed of four squares \( \bar{\Omega} = \bigcup_{j=1}^{4} \Omega_j \).
The mapping $\varphi_k$ between $\hat{\Omega}$ and $\Omega^b_k$ will be assumed to be piecewise linear and continuous so that
\[ \Omega^b_k = \varphi_k[\hat{\Omega}] \]
and $\varphi_k|_{\Omega_0}$ is affine. The problem we want to approximate reads as follows: Find $u \in H^1(\Omega)$ such that
\[ a(u, v) = f(v) \quad \forall v \in H^1(\Omega), \]
where, as in (2.4),
\[ a(u, v) = \sum_{i=0}^{K} k_i \int_{\Omega_i} \nabla u \cdot \nabla v \, dA + B_i \int_{\partial \Omega \setminus \Gamma_{\text{root}}} u \, v \, dS, \]
\[ f(v) = \int_{\Gamma_{\text{root}}} q \, v \, dS. \]
The reduced basis element method assumes that $\hat{\Omega}$ is provided with basis functions $\hat{\zeta}_1, \hat{\zeta}_2, \ldots, \hat{\zeta}_M$ which are supposed to be linearly independent, and that are mapped over each $\Omega^b_k$ through $\varphi_k$. We thus introduce the space
\[ Y_2^M = \{ v_M \in L^2(\Omega) | \quad v_M|_{\Omega_0} \circ \varphi_k \in \text{span}\{\hat{\zeta}_1, \hat{\zeta}_2, \ldots, \hat{\zeta}_M\} \}. \]
Note again that $Y_2^M$ is not an acceptable discretization space for $H^1(\Omega)$. We now define $X_2^M$ for this purpose by gluing the functions of $Y_2^M$ across the interfaces $\gamma^b_{k,\ell}$ between two adjacent stages
\[ X_2^M = \{ v_M \in Y_2^M | \quad \int_{\gamma^b_{k,\ell}} (v_M|_{\Omega_k} - v_M|_{\Omega_\ell}) \psi \, ds = 0 \quad \forall \psi \in W_{k,\ell} \}, \]
where we here limit the choice of the Lagrange multiplier space to low order polynomials,
\[ W_{k,\ell} = P_n(\gamma^b_{k,\ell}). \]
The discrete problem then reads: Find $u_2^M$ in $X_2^M$ such that
\[ a^N(u_2^M, v) = f^N(v) \quad \forall v \in X_2^M. \]

4.2. Numerical results. This second way of generating the discrete spaces, deduced from a definition of more tuned reference shapes, has been tested on two different geometries. The first geometry is the three-stage fin used previously (see Figures 1–3); while the second one is the four-stage fin depicted in Figure 6. The differences between these two applications are first, the number of stages, and second, the fact that the geometries of the four stages are different together with the conductivities.\(^1\)

\(^1\)Of course, in the equation setting, that these two characteristics are linked as a change of variable allows us to describe a change of geometry as a change of parameter, but since $\Omega_0^m$ is kept fixed, it is not exactly equivalent.
Unlike the three-stage fin, each stage is different: The length and the thickness of the fins are different from stage to stage; the vertical distance between the various fins is here kept the same. Also, the center piece of the fin has a similar shape as the three-stage fin. The thermal conductivities for the subfins in the various stages are $k_1 = 0.2$, $k_2 = 0.4$, $k_3 = 0.6$, and $k_4 = 0.8$; as before, the conductivity for the center piece is $k_0 = 1$. We use the same basis functions for the four-stage fin as we use for the three-stage fin. We recall that all of these basis functions are based on various snapshots of a two-stage fin where the two stages are identical in geometric shape but with different values for $k_1$ and $k_2$.

We will now explain how the basis functions are determined. As before, we generate them on simple cases. We have here chosen to use a symmetric two-stage fin; the two stages are identical but with coefficients $k_1 \neq k_2$. The thickness of the fins may also vary. Each computed solution (i.e. each snapshot) is then split in two in order to define functions on the one-stage reference geometry. Each spectral evaluation thus gives rise to two basis functions; these do not need to be reflected since they are symmetric. As mentioned earlier, the matching between the stages is ensured through polynomial “gluing.”

In Table 3, we present the errors between the “exact” solution $u^N$ and the reduced basis element solution $u_{2M}$ in the $L^\infty$-norm obtained for various values of $K$, $M$, and $n$. The three-stage fin is the same as before, while the four-stage fin used in these experiments is depicted in Figure 6.

Note the impressive reduction of the size of the resulting system. For the three-stage fin, the same level of accuracy is obtained with method 2 with only eight or ten basis functions per stage, while method 1 requires $4 \times 24$ basis functions (using all three

---

**Table 3**

<table>
<thead>
<tr>
<th>$K=3$ (three-stage fin)</th>
<th>$K=4$ (four-stage fin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>$n=1$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>6</td>
<td>0.0329</td>
</tr>
<tr>
<td>8</td>
<td>0.0167</td>
</tr>
<tr>
<td>10</td>
<td>0.0135</td>
</tr>
<tr>
<td>12</td>
<td>0.0144</td>
</tr>
<tr>
<td>14</td>
<td>0.0211</td>
</tr>
<tr>
<td>16</td>
<td>0.0243</td>
</tr>
</tbody>
</table>
snapshots). Compared to method 1, method 2 thus reduces the size of the algebraic system by a factor of 10. The additional work required to obtain this reduction is certainly worthwhile in applications where many evaluations have to be considered (e.g., in optimization processes or for time dependent problems). In addition, as will be seen in the next subsection, this strategy can be certified thanks to the a posteriori bounds.

4.3. A posteriori bounds. Assume that we are interested in the average temperature at the root of the fin:

$$s = \int_{\Gamma_{\text{root}}} u(t) dt.$$  

The high accuracy provided by the solution $u^N$ allows us to consider

$$s^N = \int_{\Gamma_{\text{root}}} u^N(t) dt = f^N(u^N)$$  

to be sufficiently accurate for our needs. Of course, implicitly, this output $s^N$ is a function of the geometry of $\Omega$, and thus of $K$ and $\{\varphi_k\}_{k=1}^{K}$ as well as of the physical properties of the material $\{\kappa_i\}_{i=0}^{K}$ and $\text{Bi}$; indeed, $u^N$ itself depends on these parameters. The point now is that we do not want to compute $u^N$; this may be the case if many geometries, with variable $K$, have to be considered.

The outcome of the reduced basis element method allows us instead to compute only $u_M$ associated with a small number of basis elements $M$ so that for each new geometry, the computation of $u_M$ and thus of the corresponding output will be quite inexpensive. The main problem is now to be able to quantitatively certify the output. This is generally the aim of a posteriori error estimates, and in the frame of reduced basis functions, this has been developed in, e.g., [7, 9]. The main difference from the previous applications is in the fact that our approach is twice nonconforming—first, by the fact that the basis functions are stored on a geometry much simpler than the ones of interest (one stage versus many stages), and second, by the fact that the approximated solution is not globally in $H^1$.

In what follows, we are going to extend the a posteriori bound for output strategy that has been developed in a different context in [7].

The evaluation of bounds will follow three steps.

First step. Correction of the continuity at the interfaces. Our current solution $u_M$ (= $u^2_M$) suffers from being discontinuous at the interfaces. In order to correct this, we can simply solve a (local) Laplace problem on each square above the nonconforming interfaces with Dirichlet boundary conditions equal to the jump at this interface and zero on the opposite edge of the square, while zero Neumann conditions are set on the two last edges. The sum of $u_M$ and the $K - 1$ corresponding corrections will be denoted as $\tilde{u}_M$. It is an element of $X^N$, and it is easy to realize that the distance between $u^N$ and $\tilde{u}_M$ can be bounded by a constant times the error between $u^N$ and $u_M$. This follows easily from the stability of the lifting and the fact that the jump in $u_M$ is, in the $H^{1/2}$-seminorm smaller than two times the difference between $u^N$ and $u_M$. Note that $\tilde{u}_M$ is not the solution to some variational problem any more.

Second step. Derivation of a lower bound. We are going to compute, with a little extra work, a lower bound for $s^N$ (of course without computing $u^N$!). This is done by setting

$$s_M = 2f^N(\tilde{u}_M) - a^N(\tilde{u}_M, \tilde{u}_M).$$  

(4.8)
The proof that this is a lower bound follows from the easy computation (recall that $q = 1$)
\[
\begin{align*}
q^N - \tilde{s}^M &= f^N(u^N) - 2f^N(\tilde{u}_M) + a^N(\tilde{u}_M, \tilde{u}_M) \\
&= a^N(u^N, u^N) - 2a^N(\tilde{u}_M, \tilde{u}_M) \\
&= a^N(u^N - \tilde{u}_M, u^N - \tilde{u}_M) \\
&\geq 0.
\end{align*}
\]

Note that this sequence of equalities also shows that the convergence of $s^N$ toward $s^M$ is quadratic in $\|u^N - \tilde{u}_M\|_{H^1}$:
\[
|s^N - \tilde{s}^M| \leq c \|u^N - u_M\|_H^2.
\]

(4.9)

The previous derivation of a lower bound is quite simple and results from the fact that we are in the compliance case. For a general output, a dual problem needs to be introduced. However, the convergence rate and conclusion remain the same, but the derivation is more technical, though well known; see, e.g., [7, 9, 12, 13].

Last step. Derivation of an upper bound. There is here—as in other contexts—a little more work than for the previous step. The construction of the upper bound involves two ingredients. First, we design a partition of unity on $\Omega$,
\[
1 = \sum_{p=1}^{P} \chi_p, \quad \chi_p \geq 0,
\]
of $C^0(\Omega)$ functions so that the support of $\chi_p$ is composed typically of two, three, or four (spectral) elements. We can choose $\chi_p$ as being piecewise biaffine (i.e., elements of $P_1$). Let $\omega_p$ stand for the support of $\chi_p$ that we assume to be comprised of three spectral elements. Let $\tilde{\omega}$ be an L-shaped domain, the union of three squares $\tilde{\omega}_i$, $i = 1, \ldots, 3$, with edge length equal to 2. By using the mapping $\varphi_k$ it is an easy matter to define mappings denoted as $\psi_p$ from $\tilde{\omega}$ over $\omega_p$, $p = 1, \ldots, P$. We consider now the bilinear form $\hat{a}$ defined as
\[
\hat{a}(u, v) = \int_{\tilde{\omega}} \nabla u \nabla v + \int_{\tilde{\omega}} uv.
\]

It is easy to check that there exist constants $\sigma_p$, $p = 1, \ldots, P$, such that
\[
a^N(v, v) \geq \sum_{p=1}^{P} \sigma_p \hat{a}^N(v \circ \psi_p, v \circ \psi_p) \quad \forall v \in X^N.
\]

(4.10)

Here, $\hat{a}^N(\cdot, \cdot)$ refers to evaluating $\hat{a}(\cdot, \cdot)$ using Gauss–Lobatto–Legendre (GLL) quadrature. We refer to [9] and to the next subsection for a methodology for estimating the constants $\sigma_p$.

We are now in a position to define the local reconstructed errors; these will be piecewise polynomials defined over $X^N(\tilde{\omega})$,
\[
X^N(\tilde{\omega}) = \{ v \in H^1(\tilde{\omega}), v|_{\tilde{\omega}_i} \in P_N(\tilde{\omega}_i), i = 1, \ldots, 3 \},
\]
and defined by the following: Find $\hat{e}_p \in X^N(\tilde{\omega})$ such that
\[
\sigma_p \hat{a}(\hat{e}_p, v) = f^N(\chi_p(v \circ (\psi_p)^{-1})) - a^N(\tilde{u}_M, \chi_p(v \circ (\psi_p)^{-1})) \quad \forall v \in X^N(\tilde{\omega}),
\]

(4.11)
where we denote by the same function \( v \circ (\psi_p)^{-1} \) the extension of \( v \circ (\psi_p)^{-1} \) by zero in \( \Omega \setminus \omega_p \).

**Remark 1.** In (4.11), the real problem should be

\[
\sigma_p \tilde{a}(\hat{e}_p, v) = f^N(\mathcal{I}_N[\chi_p(v \circ (\psi_p)^{-1})]) - a^N(\hat{u}_M, \mathcal{I}_N[\chi_p(v \circ (\psi_p)^{-1})]) \quad \forall v \in \mathcal{X}^N(\tilde{\omega}),
\]

where \( \mathcal{I}_N \) denotes the interpolation operator at the Gauss–Lobatto nodes inside each element \( \Omega^e \). However, we stick to (4.11) for the sake of simplicity, since the conclusion still holds.

**Remark 2.** There are \( P \) such spectral element problems to be solved. It has to be noticed first that these are independent and much smaller than the ones encountered for the solution of the global problem on the \( K \)-stage fin. Second, following the presentation of [7, 12], these problems can be solved efficiently and rapidly through a black box approach.

We now set

\[
(4.12) \quad s^+_M = 2f^N(\hat{u}_M) - a^N(\hat{u}_M, \hat{u}_M) + \sum_{p=1}^{P} \sigma_p \tilde{a}(\hat{e}_p, \hat{e}_p)
\]

and prove that this is an upper bound to \( s^N \). Indeed, let us denote by \( e \) the true error \( e = u^N - \hat{u}_M \). We then have

\[
\sigma_p \tilde{a}(\hat{e}_p, e \circ \psi_p) = f^N(\chi_p e) - a^N(\hat{u}_M, \chi_p e)
= a^N(\hat{u}_M, \chi_p e) - a^N(\hat{u}_M, \chi_p e)
= a^N(e, \chi_p e),
\]

which yields first

\[
\sum_{p=1}^{P} \sigma_p \tilde{a}(\hat{e}_p, e \circ \psi_p) = \sum_{p=1}^{P} f^N(\chi_p e) - \sum_{p=1}^{P} a^N(\hat{u}_M, \chi_p e)
= f^N(e) - a^N(\hat{u}_M, e)
\]

and second

\[
\sigma_p \tilde{a}(\hat{e}_p - e \circ \psi_p, \hat{e}_p - e \circ \psi_p) = \sigma_p [\tilde{a}(\hat{e}_p, \hat{e}_p) - 2\hat{a}(\hat{e}_p, e \circ \psi_p) + \hat{a}(e \circ \psi_p, e \circ \psi_p)]
= \sigma_p \tilde{a}(\hat{e}_p, \hat{e}_p) - a^N(e, \chi_p e) - \sigma_p \tilde{a}(\hat{e}_p, e \circ \psi_p)
+ \sigma_p \tilde{a}(e \circ \psi_p, e \circ \psi_p),
\]

which finally yields

\[
\sum_{p=1}^{P} \sigma_p \tilde{a}(\hat{e}_p, \hat{e}_p) = \sum_{p=1}^{P} \sigma_p \tilde{a}(\hat{e}_p - e \circ \psi_p, \hat{e}_p - e \circ \psi_p) + a^N(e, e) + f^N(e)
- a^N(\hat{u}_M, e) - \sum_{p=1}^{P} \sigma_p \tilde{a}(e \circ \psi_p, e \circ \psi_p)
\geq \sum_{p=1}^{P} \sigma_p \tilde{a}(\hat{e}_p - e \circ \psi_p, \hat{e}_p - e \circ \psi_p) + f^N(e) - a^N(\hat{u}_M, e)
= \sum_{p=1}^{P} \sigma_p \tilde{a}(\hat{e}_p - e \circ \psi_p, \hat{e}_p - e \circ \psi_p) + f^N(u^N) - 2f^N(\hat{u}_M)
+ a^N(\hat{u}_M, \hat{u}_M),
\]
where the inequality follows from (4.10). Inserting this inequality into the definition of $s^+_N$ yields

\begin{equation}
\begin{aligned}
s^+_M &\geq f^N(u^N) + \sum_{p=1}^P \sigma_p \hat{a}(\hat{e}_p - e \circ \psi_p, \hat{e}_p - e \circ \psi_p) \\
&\geq s^N.
\end{aligned}
\end{equation}

(4.13)

Similar to previous (conforming) a posteriori analysis for reduced basis methods, it can also be proven that

\begin{equation}
|s^N - s^+_M| \leq c \|u^N - u_M\|^2_{e^N}.
\end{equation}

(4.14)

We refer to a future reference for the actual proof of (4.14). In what follows, we illustrate the effectivity of the lower and upper bounds.

4.4. Numerical results. We now provide numerical evidence to support the theoretical results discussed above. Specifically, we compute the lower bound gap $\Delta^-_M = s^N - s^-_M$ and the upper bound gap $\Delta^+_M = s^+_M - s^N$ for the four-stage fin depicted in Figure 6.

The first step is to construct the conforming approximation $\tilde{u}_M$ from $u_M$. To this end, we extend the discontinuity at the interface between the various stages by solving the Laplace equation in the single spectral element right above each interface. The boundary conditions along the edges of this single element are as follows: on the lower edge, the discontinuity is imposed as nonhomogeneous Dirichlet boundary conditions; on the upper edge, homogeneous Dirichlet conditions are imposed. On the two vertical edges, we have tried two alternatives: (i) homogeneous Dirichlet boundary conditions, and (ii) homogeneous Neumann conditions (as suggested in the theoretical part).

Once the harmonic extensions of the discontinuities between the stages have been constructed, we can add these harmonic extensions to $u_M$ in order to produce the conforming approximation $\tilde{u}_M$. Following (4.8) and (4.12), this approximation is then used to compute the lower and upper bounds.

The values for the constants $\sigma_p$ needed in order to compute the upper bound in (4.12) are obtained in the following way. We first use the fact that the right-hand side of (4.10) can be bounded as

\begin{equation}
\sum_{p=1}^P \sigma_p \hat{a}^N(v \circ \psi_p, v \circ \psi_p) \geq \sigma_{\min} \sum_{p=1}^P \hat{a}^N(v \circ \psi_p, v \circ \psi_p),
\end{equation}

where $\sigma_{\min}$ is a constant (e.g., the minimum over all $\sigma_p$). We then find $\sigma_{\min}$ as

\begin{equation}
\sigma_{\min} = \min_{v \in X^N} \frac{a^N(v, v)}{\sum_{p=1}^P \hat{a}^N(v \circ \psi_p, v \circ \psi_p)}
\end{equation}

by performing a simple inverse Rayleigh quotient iteration. Finally, we set $\sigma_p = \sigma_{\min}$, $p = 1, \ldots, P$. Note that the above procedure is not optimal either from the computational point of view or from the choice $\sigma_p = \sigma_{\min}$ and can be improved. More precisely, the evaluation of $\sigma_{\min}$ can be done from precomputed local eigenfunctions (on a single stage) by using the modal synthesis approach; see [3]. The local eigenfunctions can further be rapidly computed from reduced basis eigenspaces as explained in [9].

In Table 4, we report the lower bound gap $\Delta^-_M = s^N - s^-_M$ and the upper bound gap $\Delta^+_M = s^+_M - s^N$, both divided by the output $s^N = 1.948655$, as a function of the
number of reduced basis functions $M$. First, we note that the sign of the bound gaps are correct, even for low values of $M$. Second, we report the bound gaps for the two different alternatives for boundary conditions when computing the harmonic extension. As expected, imposing homogeneous Neumann conditions along the vertical edges gives the lowest bound gaps for a fixed $M$. However, the difference between the two alternatives is very small, and the full Dirichlet case (the numerical results reported inside the parentheses) may be preferable due to a simpler implementation. We should remark that this conclusion is based only on this particular four-stage fin problem.

Next, we compare $\Delta_M^-$ and $\Delta_M^+$ with $\|u^N - u_M\|_2^2$. From Figure 7, we see that both the lower and upper bound gaps converge at least as fast as the square of the reduced-basis error in the $H^1$-seminorm, computed here as the broken norm over all the stages in the fin. The results are in accordance with (4.9) and (4.14).

5. Conclusions. We have presented a reduced basis element solution as an alternative to a “standard” spectral element solution for a particular application, namely, the numerical solution of a thermal fin problem. The numerical results indicate that it is possible to obtain solutions which are quite accurate using significantly fewer degrees-of-freedom than a more conventional approach. It is important, and actually
doable, to use bricks that are nonstandard. This allows us to obtain a significant reduction in the size of the discrete problem.

A point that has not been addressed in this paper is the possibility of combining offline/online computations to get a speed up factor when the approximation is required. This black box methodology, already developed in [7, 12], will be used in further developments.

The reduced basis element method is interesting as a potential method to solve complex problems where the global nature of the solution can be broken down into many local solutions with some similarity. The issue of a posteriori error estimation has also been addressed in this paper but has to be pushed forward in order to increase the efficiency of the predictions (see [13]). Indeed, this a posteriori analysis is as important as the design of good reference solutions. In summary, the reduced basis element methods have terrific speed up possibilities, but they need to be ascertained. The a posteriori tool is exactly what is required to discriminate between good solutions and unresolved ones.

The reduced basis element method may also be an interesting method for obtaining real time solutions to processes described by a set of partial differential equations; the extension to the time dependent case will be reported elsewhere, as will the application to nonlinear problems.
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