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Abstract. We investigate the super-linear spreading in a reaction-diffusion model analogous to the Fisher-KPP equation, but in which the population is heterogeneous with respect to the dispersal ability of individuals, and the saturation factor is non-local with respect to one variable. We prove that the rate of acceleration is slower than the rate of acceleration predicted by the linear problem, that is, without saturation. This hindering phenomenon is the consequence of a subtle interplay between the non-local saturation and the non-trivial dynamics of some particular curves that carry the mass at the front. A careful analysis of these trajectories allows us to identify the value of the rate of acceleration. The article is complemented with numerical simulations that illustrate some behavior of the model that is beyond our analysis.

1. Introduction and Main Result

It is commonly acknowledged that the rate of front propagation for logistic reaction-diffusion equations is determined by the linear problem, that is, without growth saturation. This is indeed the case for the celebrated Fisher-KPP equation,

$$n_t = \theta n_{xx} + n(1 - n).$$

It is known [33, 44, 5] that the level lines of the solution propagate with speed $2\sqrt{\theta}$, provided the initial data is localized (e.g., compactly supported). This coincides with the spreading speed of the linear problem $\tilde{n}_t = \theta \tilde{n}_{xx} + \tilde{n}$, which can be seen, for instance, from its fundamental solution,

$$\tilde{n}(t, x) = \frac{1}{2\sqrt{\pi \theta t}} \exp \left\{ -\frac{t}{4\theta} \left( \left( \frac{x}{t} \right)^2 - 4\theta \right) \right\}.$$

The linear determinacy of spreading has been established in many other contexts, such as for many related inhomogeneous models (see, e.g., Berestycki, Hamel and Nadirashvili [9, 10], and the recent [52] and references therein) and systems under certain conditions (see, e.g., Lewis, Li, and Weinberger [45, 63, 46], the recent work in [38, 37], and references therein). More recently, linear determinacy has been established for many non-local equations as well (see, e.g., [12, 3, 11, 42]). This is necessarily only a small sampling of the enormous body of literature utilizing the relationship between spreading speeds and linearization in reaction-diffusion equations arising in ecology and evolution.

In the present work, we report on a similar equation, called the cane toads equation, that describes a population that is heterogeneous with respect to its dispersal ability. Namely, we consider the population density $f(t, x, \theta)$ whose dynamics are described by the following equation:

$$\left\{ \begin{array}{ll}
  f_t = \theta f_{xx} + f_{\theta\theta} + f(1 - \rho) & \text{in } \mathbb{R}_+ \times \mathbb{R} \times (1, \infty), \\
  f_\theta = 0 & \text{on } \mathbb{R}_+ \times \mathbb{R} \times \{1\}, 
\end{array} \right.$$

where $\rho(t, x) = \int_1^\infty f(t, x, \theta) d\theta$ is the spatial density. The zeroth order term $f(1 - \rho)$ is referred to as the reaction term. The equation is complemented with an initial datum $f_0$ such that, for some
\[ C_0 \geq 1, \]
\[ C_0^{-1} \mathbb{1}_{(-\infty, -C_0) \times (1, 1+C_0^{-1})} \leq f_0 \leq C_0 \mathbb{1}_{(-\infty, C_0) \times (1, 1+C_0)}. \]

Equation (1.3) was proposed as a minimal model to describe the interplay between ecological processes (population growth and migration) and evolutionary processes (here, dispersal evolution) during the invasion of an alien species in a new environment, see [8] following earlier work in [25] and [4]. The population is structured with respect to the dispersal ability of individuals, which is encoded in the trait \( \theta > 1 \). Offspring may differ from their parents with respect to mobility. Deviation of mobility at birth is accounted for as \( f + f_{\theta \theta} \), with Neumann boundary conditions at \( \theta = 1 \). Finally, growth becomes saturated as the population density \( \rho(t, x) \) reaches unit capacity locally in space. We note that we use the trait space \( \theta \in (1, \infty) \) for simplicity, but our proof applies to the case when the trait space is \( (\theta, \infty) \) for any \( \theta > 0 \).

Problem (1.3) shares some similarities with kinetic equations (see, for example, the review [62]), as the structure variable \( \theta \) acts on the higher order differential operator. However, here the differential operator is of second order, whereas it is of first order (transport) in the case of kinetic equations.

The goal of this study is to understand spreading in (1.3), and, in particular, to emphasize the comparison with the rate of propagation of the linearized problem \( f_t = \theta f_{xx} + f_{\theta \theta} + f \). Indeed, our main results, Theorems 1.2 and 1.3, imply that propagation in (1.3) is different than that predicted by the linearized problem.

It is important to note that, although (1.3) and (1.1) seem strongly related at first, the two have deep structural differences stemming from the interaction of the non-local saturation term \( -f \rho \) and the unbounded diffusivity \( \theta \in (1, \infty) \). The most obvious consequence of the former is the fact that (1.3) lacks a comparison principle. This is a serious technical issue that forces us to rely on and extend earlier techniques of Bouin, Henderson, and Ryzhik [21]. There are, however, further phenomenological differences between the two models, leading to additional difficulties which are discussed in greater detail below.

One salient feature of (1.3) is the accelerated propagation that results from the interplay between ecology and evolution. One may heuristically derive the rate of acceleration from the linear equation as follows: first, we ignore the ecological part, so that we are reduced to the linear Fisher-KPP equation in the \( \theta \) direction: \( f_t = f_{\theta \theta} + f \), and we find that \( \theta(t) = O(t) \), where \( \theta(t) \) is roughly the location of the front (with respect to \( \theta \); second, we focus on the ecological part: \( f_t = f_{xx} + f \), and we find that \( x(t) = O(t^{3/2}) = O(\theta(t)^{3/2}) \). This heuristic argument can be rephrased as a “spatial sorting” phenomenon: individuals with higher dispersal abilities travel far away, where they give birth to possibly better dispersers, yielding sustained acceleration of the front.

Acceleration was reported in a series of studies about the cane toads invasion [54, 61] after their introduction in the 1930’s in Queensland, Australia. It is hypothesized that spatial sorting is one of the major causes for this acceleration [56]. Our analysis enables us to quantify this interplay between ecology (species invasion) and dispersal evolution.

**Super-linear spreading (front acceleration).** In [16], Bouin et. al. argued formally that the linear problem (omitting the quadratic saturation term) should propagate super-linearly as \((4/3)t^{3/2}\) at the leading order. This prediction was rigorously confirmed for the local version of (1.3), that is, when \( f(1 - \rho) \) is replaced by \( f(1 - f) \), by Berestycki, Mouhot and Raoul [13] using probabilistic techniques, and by Bouin, Henderson and Ryzhik [21] using PDE arguments (see also Henderson, Perthame and Souganidis [43] for a more general model). While the local model is unrealistic for the context of spatial sorting, it allows the difficulties due to the unbounded diffusion to be isolated from those caused by the non-local saturation. In particular, the comparison principle is not available for (1.3) but is for the local version.
Due to the inherent difficulties, less precise information is known about the full non-local model. In [13], the authors investigated and established the same spreading result for a related model in which the saturation term is limited in range; that is, $\rho$ is replaced with $\rho_A(t, x) = \int_{|\theta - A| / \sqrt{1 + L_A(t, x, \theta)}} f(t, x, \theta) d\theta'$ for any $A > 0$. On the other hand, in [21], the authors studied (1.3) and showed that the front is located around $(8/3^3)^{3/2}$ and $(4/3)^{3/2}$ in a weak sense (see [21, Theorem 1.2]).

Here, we establish that, contrary to immediate intuition, the propagation of level lines is slower than $(4/3)^{3/2}$ for (1.3). Namely, there exists a constant $\alpha^* \in (0, 4/3)$ such that the front is located around $\alpha^*^{3/2}$ in a weak sense (see Theorem 1.2 for a precise statement). By refining some calculations performed in [21], we can prove without too much effort that $\alpha^* > 5/4 > 8/3^3/4$. Characterizing $\alpha^*$ requires more work. We find eventually that $\alpha^*$ is the root of an algebraic equation involving the Airy function and its first derivative. This allows to get a numerical value for $\alpha^*$ of arbitrary precision, e.g. $\alpha^* \approx 1.315135$. It is immediate to check that this value is compatible with all previous bounds. Indeed, we notice that $\alpha^*$ is much closer to $4/3$ than any of the above lower bounds, so that the relative difference is below 2%.

**Abstract characterization of the critical value $\alpha^*$.** In order to give precise results, we need some notation. Let $\alpha \in [0, 4/3]$ and $\mu \geq 1/2$. Let $U_{\alpha, \mu}$ denote the value function of the following variational problem:

$$U_{\alpha, \mu}(x, \theta) = \inf \left\{ \int_0^1 L_{\alpha, \mu}(t, x(t), \theta(t), \dot{x}(t), \dot{\theta}(t)) dt : (x(\cdot), \theta(\cdot)) \in A(x, \theta) \right\},$$

where the Lagrangian is given by

$$L_{\alpha, \mu}(t, x, \theta, v_x, v_{\theta}) = \frac{v_x^2}{4\theta} + \frac{v_{\theta}^2}{4} - 1 + \mu \mathbb{1}_{(-\infty, \alpha^{3/2})}(x)$$

and $A(x, \theta)$ denotes the set of trajectories $\gamma : [0, 1] \to \mathbb{R} \times \mathbb{R}_+$ such that $\gamma(0) = (0, 0)$, $\gamma(1) = (x, \theta)$ and the integral quantity in (1.5) is well-defined. We use the shorter notations $U_\alpha$ and $L_\alpha$ for $U_{\alpha, 1}$ and $L_{\alpha, 1}$ respectively. It is one of our important results (see Proposition 3.3) that $U_{\alpha, \mu}(x, \theta)$ does not depend on the value of $\mu$, when $\mu \geq 1/2$ and $x \geq \alpha$. As a consequence $U_{\alpha, \mu}(x, \theta) = U_{\alpha}(x, \theta)$ for all $\mu \geq 1/2$ and $x \geq \alpha$. In this context, when there is no possible ambiguity, we write $U_\alpha$ and $L_\alpha$.
for $U_{\alpha, \mu}$ and $L_{\alpha, \mu}$, respectively. The critical value is

(1.6) \[ \alpha^* = \sup \left\{ \alpha \in [0, 4/3] : \min_\theta U_\alpha(\alpha, \theta) \leq 0 \right\}. \]

Proposition 1.1. The constant $\alpha^*$ is well-defined and it satisfies $5/4 < \alpha^* < 4/3$.

**Exact rate of acceleration (in a weak sense).** In order to state our first result, we introduce the following time-dependent spatial locations, as in Figure 1,

\[ X_{1/2}(t) = \min \{ x : \rho(t, x) \leq 1/2 \}, \quad X_\delta(t) = \max \{ x : \rho(t, x) \geq \delta \}. \]

Interestingly, the value $\alpha^*$ gives a reasonable (but weak) description of the spreading properties of (1.3).

**Theorem 1.2.** Suppose that $n$ satisfies (1.3) with initial data $n_0$ localized in the sense of (1.4). Then,

\[ \liminf_{t \to \infty} \left( \frac{X_{1/2}(t)}{t^{1/2}} \right) \leq \alpha^*. \]

Moreover, for all $\epsilon > 0$ there exists $\delta > 0$ such that

(1.7) \[ \limsup_{t \to \infty} \left( \frac{X_\delta(t)}{t^{1/2}} \right) \geq \alpha^* - \epsilon. \]

Roughly, following Theorem 1.2, there exist infinite sequences of times $t_1, t_2, \cdots \to \infty$ and $s_1, s_2, \cdots \to \infty$ such that the level line $\{ \rho = \delta \}$ has reached $\alpha^* t_i^{1/2}$ at $t_i$, whereas the level line $\{ \rho = 1/2 \}$ is no further than $\alpha^* s_i^{3/2}$ at $s_i$. A few comments are in order. First, as with other non-local Fisher-KPP-type equations that lack the comparison principle [12], we are unable to establish spatial monotonicity of $\rho$ and $f$. Thus, we cannot rule out that the front oscillates, in contrast to what is depicted in Figure 1. Second, we cannot rule out front stretching, even along sequences of times (this is the situation depicted in Figure 1). The reason is that the upper threshold value $1/2$ cannot be made arbitrarily small in our approach. Our result is compatible with a monotonic front in which $X_{1/2}(t)$ is moving at rate $(5/4)t^{1/2}$ and $X_{1/10}(t)$ is moving at rate $(4/3)t^{1/2}$, for instance. Getting stronger results following our approach seems out of reach at present.

The appendix is devoted to numerical computations that indicate that the front profile is monotonically decreasing and that all level lines move at the same rate. Together with Theorem 1.2, this suggests that the front propagates at rate $\alpha^* t^{1/2}$ in the usual sense.

**Further characterization of the critical value $\alpha^*$.** We give two other characterizations of $\alpha^*$. The following definitions are required. Let $\Xi_0 \approx -2.34$ be the largest zero of the Airy function $Ai$. For $\xi > \Xi_0$, we define the function

(1.8) \[ R(\xi) = -\frac{Ai'(\xi)}{Ai(\xi)} = -\frac{d}{d\xi} \log Ai(\xi). \]

Note that $\Xi_0$ is a singular point for $R$, and that $R$ is well-defined and smooth on $(\Xi_0, \infty)$. We provide further discussion of these and related functions in Subsection 7.3.

In addition, we define the following algebraic function $V$ for $\tau \in (0, 1)$,

(1.9) \[ V(\tau) = \left[ \frac{(1 - \tau)^{1/2}(2 + \tau)}{2(1 + \tau)^{3/2}} \right]^{\frac{3}{4}}. \]

**Theorem 1.3.** The constant $\alpha^*$ has the following two characterizations.
(i) For all $\alpha \in (0, 4/3]$, we have

$$\min_{\theta} \min_{\theta} U_\alpha(\alpha, \theta) = \left(\frac{3\alpha}{4}\right)^{4/3} \min_{\theta} U_{\frac{4}{3}}\left(\frac{4}{3}, \theta\right) - 1 + \left(\frac{3\alpha}{4}\right)^{4/3}.$$ 

Hence,

$$\alpha^* = \frac{4}{3} \left(\frac{1}{\min_{\theta} U_{\frac{4}{3}}(4/3, \theta) + 1}\right)^{3/4}.$$ 

(ii) There is a unique solution $\tau_0 \in (0, 1)$ of

$$V(\tau_0)^2 = R \left(V(\tau_0)^4 - \frac{\tau_0 V(\tau_0)}{(1 - \tau_0^2)^{1/2}}\right)$$

such that the argument of $R$ belongs to $(\Xi_0, \infty)$. Then,

$$\alpha^* = \frac{4}{3} \left[\frac{2(1 - \tau_0)}{2 + \tau_0}\right]^{1/2} \frac{2(1 + \tau_0)^2}{2 + 3\tau_0 - \tau_0^2}.$$ 

The main purpose of Theorem 1.3 is to provide an analytic formula for $\alpha^*$ that can be easily (numerically) computed. It is from this representation that we obtain the decimal approximation $\alpha^* \approx 1.315135$ given above.

We mention that, in fact, a stronger scaling relationship than (1.10) holds that takes into account the scaling in $\theta$. This is straightforward to obtain and Theorem 1.3.(i) follows directly from it. The advantages of Theorem 1.3.(i) are twofold. First, it provides a direct way of determining that $\alpha^* < 4/3$. Second, it reduces the task of finding $\alpha^*$ to computing only $U_{\frac{4}{3}}$, instead of the whole range of $U_\alpha$ for $\alpha \in [0, 4/3)$. Theorem 1.3.(i) also allows us to simplify the proof of Theorem 1.3.(ii).

**Motivation and state of the art.** The interplay between evolutionary processes and spatial heterogeneities has a long history in theoretical biology [26]. It is commonly accepted that migration of individuals can dramatically alter the local adaptation of species when colonizing new environments [49]. This phenomenon is of particular importance at the margin of a species’ range where individuals experience very low competition with conspecifics, and where gene flow plays a key role. An important related issue in evolutionary biology is dispersal evolution, see e.g. [55].

An evolutionary spatial sorting process has been described in [56]. Intuitively, individuals with higher dispersal reach new areas first, and there they produce offspring having possibly higher abilities. Based on numerical simulations of an individual-based model, it has been predicted that this process generates biased phenotypic distributions towards high dispersive phenotypes at the expanding margin [59, 60]. As a by-product, the front accelerates, at least transiently before the process stabilizes. Evidence of biased distributions and accelerating fronts have been reported [58, 54]. It is worth noticing that ecological (species invasion) and evolutionary processes (dynamics of phenotypic distribution) can arise over similar time scales.

Equation (1.3) was introduced in [8] and built off the previous contributions [25] and [4]. It has proven amenable to mathematical analysis. In the case of bounded dispersal ($\theta \in (1, 10)$, say) Bouin and Calvez [14] constructed travelling waves which are stationary solutions in the moving frame $x = c^*t$ for a well-chosen (linearly determined) speed $c^*$. Turanova obtained uniform $L^\infty$ bounds for the Cauchy problem and deduced some propagation properties, again for bounded $\theta$. The spreading result was later refined by Bouin, Henderson and Ryzhik [20] using Turanova’s $L^\infty$ estimate. We highlight this point since no uniform $L^\infty$ bound is known for the unbounded case (1.3). In addition, their strategy depended on a “local-in-time Harnack inequality” that is not applicable in our setting. It is also interesting to note that the spreading speed is determined by the linear...
problem in the case of bounded $\theta$. The same conclusion was drawn by Girardin who investigated a general model which is continuous in the space variable, but discrete in the diffusion variable [38, 37].

On the one hand, our work belongs to the wider field of structured reaction-diffusion equations, which are combinations of ecological and evolutionary processes. In a series of works initiated by [3], and followed by [22, 11, 2], various authors studied reaction-diffusion models structured by a phenotypic trait, including a non-local competition similar to (and possibly more general than) $-f\rho$. However, in that series of studies, the trait is assumed not to impact dispersion, but reproduction, as for e.g. $f_t = f_{xx} + f_{y\theta} + f(a(\theta) - \rho)$. In particular, no acceleration occurs, and the linear determinacy of the speed is always valid. Note that more intricate dependencies are studied, in particular the presence of an environmental cline, which results in a mixed dependency on the growth rate $a(\theta - Bx)$, as, for instance, in [3, 2] (see also [22]).

On the other hand, our work also fits into the analysis of accelerating fronts in reaction-diffusion equations. We refer to [24, 27] for the variant of the Fisher-KPP equation where the spatial diffusion is replaced with a non-local fractional diffusion operator. In this case, the front propagates exponentially fast, see also [51, 50]. The case where spatial dispersion is described by a convolution operator with a fat-tailed kernel was first analyzed in [36], see also [19]. The rate of acceleration depends on the asymptotics of the kernel tails. In [17, 15], the authors investigated the acceleration dynamics of a kinetic variant of the Fisher-KPP equation, structured with respect to the velocity variable. The main difference with the current study is that the kinetic model of [17] (see also [29]) enjoys the maximum principle.

**Notation.** We use $C$ to denote a general constant independent of all parameters but $C_0$ in (1.4). In addition, when there is a limit being taken, we use $A = O(B)$ and $A = o(B)$ to mean that $A \leq CB$ and $A/B \to 0$ respectively.

We set $\mathbb{R}_\pm = \{x \in \mathbb{R} : \pm x \geq 0\}$ and $\mathbb{R}_+^* = \mathbb{R}_+ \setminus \{0\}$. All function spaces are as usual; for example, $L^2(X)$ refers to square integrable functions on a set $X$.

In order to avoid confusion between trajectories and their endpoints, we denote trajectories with bold fonts $\mathbf{x}, \mathbf{\theta}$. In general, we use $x, \mathbf{x}, \theta, \mathbf{\theta}$ for points and trajectories in the original variables and $y, \mathbf{y}, \eta, \mathbf{\eta}$ for points and trajectories in the self-similar variables, which shall be introduced in subsection 4.3.
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### 2. Strategy of proof

This section is intended to sketch the main ideas underlying the proof. As a by-product, we explain, in rough terms, the reason for slower propagation than linearly determined.
Approximation of geometric optics from the PDE viewpoint. Our argument follows pioneering works by Freidlin on the approximation of geometric optics for reaction-diffusion equations [34, 35]. In fact, we follow the PDE viewpoint of Evans and Souganidis [32]. The approach is based on a long-time, long-range rescaling of the equation that captures the front while “ignoring” the microscopic details. In our case, this involves defining the rescaled functions

\[ f_h(t, x, \theta) = f \left( \frac{t}{h}, \frac{x}{h^{3/2}}, \frac{\theta}{h} \right) \quad \text{and} \quad \rho_h(t, x) = \rho \left( \frac{t}{h}, \frac{x}{h^{3/2}} \right). \]

Note that this scaling comes from the fact that the expected position of the front \( \tilde{r}(t) \) scales like \( O(t^{3/2}) \) and the expected mean phenotypic trait of the population at the front \( \tilde{\theta}(t) \) scales like \( O(t) \). We then use the Hopf-Cole transformation; that is, we let

\[ (2.1) \quad u_h(t, x, \theta) = -h \log f_h(t, x, \theta). \]

Then, after a simple computation,

\[ \begin{cases} 
  u_{h,t} + \theta |u_{h,\theta}|^2 + |u_{h,x}|^2 + 1 - \rho_h = h(\theta u_{h,\theta} + u_{h,xx}) & \text{in } \mathbb{R}^*_+ \times \mathbb{R} \times (h, \infty), \\
  u_h = \infty & \text{on } \{0\} \times [(-\infty, C_0 h) \times (h, (1 + C_0) h)]^c, \\
  |u_h| \leq h |\log C_0| & \text{on } \{0\} \times (-\infty, -C_0 h) \times (h, h(1 + C_0^{-1})) ,
\end{cases} \]

where the complement of the set is taken in \( \mathbb{R} \times [h, \infty) \). Formally passing to the limit as \( h \to 0 \), we find

\[ \begin{cases} 
  u_t + \theta |u| |u| + |u_x|^2 + 1 - \rho(t, x) = 0 & \text{in } \mathbb{R}^*_+ \times \mathbb{R} \times \mathbb{R}^*_+, \\
  u = \infty & \text{on } \{0\} \times [(-\infty, 0) \times \{0\}]^c, \\
  u = 0 & \text{on } \{0\} \times (-\infty, 0) \times \{0\},
\end{cases} \]

where the complement of the set is now taken in \( \mathbb{R} \times [0, \infty) \). Note that, for fixed \( \rho \), the viscosity solution to the above equation \( u(t, x, \theta) \), for \( x \in \mathbb{R}^*_+ \), is given by the variational problem:

\[ (2.3) \quad u(t, x, \theta) = \inf \left\{ \int_0^t L(s, x(s), \theta(s), \dot{x}(s), \dot{\theta}(s)) \, ds : (x(s), \theta(s)) \in \mathcal{A}(x, \theta) \right\}, \]

with \( \mathcal{A} \) as above and

\[ L(s, x, v, v_x, v_{\theta}) = \frac{v_x^2}{4\theta} + \frac{v_{\theta}^2}{4} - 1 + \rho(s, x). \]

Note that (2.3) is very close to (1.5) with \( t = 1 \). The only difference is that \( \rho \) is replaced by an explicit indicator function in (1.5). We should mention that, since we lack a priori estimates, we are not able to prove the convergence of \( u_h \) to a viscosity solution of (2.2). However, the above variational problem still plays an important role in our proof.

Arguing by contradiction to obtain the spreading rate. Clearly, \( \rho \) is the important unknown here. As we mentioned above, no information on \( \rho \) other than nonnegativity has been established; even a uniform \( L^\infty \) bound is lacking. Thus, it is necessary to take an alternate approach, initiated in [21]. We argue by contradiction:

- On the one hand, suppose that the front is spreading “too fast,” that is, at least as fast as \( \alpha_1 t^{3/2} \) for some \( \alpha_1 > \alpha^* \). Roughly, we take this to mean that \( \rho \) is uniformly bounded below by 1/2 behind \( \alpha_1 t^{3/2} \) (the value of the threshold \( \mu = 1/2 \) matters). With this information at hand, \( \rho \) can be replaced by 0 for \( x > \alpha_1 t^{3/2} \) and by 1/2 for \( x < \alpha_1 t^{3/2} \), at the expense of getting a subsolution (because the actual \( \rho \) is certainly worse than this crude estimate). In other words, we can replace \( \rho \) by \( \frac{1}{2} \mathbb{1}_{(-\infty, \alpha_1 t^{3/2})}(x) \) in the variational problem (2.3) as in
the definition of $U_{\alpha,\mu}$. Therefore, $\lim_{h\to 0} u_h(1, x, \theta) \leq U_{\alpha_1, \frac{1}{2}}(x, \theta)$. Letting, $h = t^{-1} \ll 1$, we thus expect

$$f(t, xt^{3/2}, \theta t) = f_h(1, x, \theta) \lesssim \exp\left(- \frac{U_{\alpha_1, \frac{1}{2}}(x, \theta)}{h}\right).$$

(2.4)

We then notice that $\min_{\theta} U_{\alpha_1, \frac{1}{2}}(\alpha_1, \theta) > 0$ by the very definition of $\alpha^*$ (1.6). This implies that $\rho(t, xt^{3/2}) = \rho_h(1, x)$ is exponentially small around $x = \alpha_1$, which is a contradiction.

We recall that the derivation of the above Hamilton-Jacobi equation was only formal. To make this proof rigorous, we use the method of half-relaxed limits that is due to Barles and Perthame [6].

- On the other hand, suppose that the front is spreading “too slow,” that is, no faster than $\alpha_2 t^{3/2}$ for some $\alpha_2 < \alpha^*$. Roughly, we take this to mean that $\rho$ is uniformly bounded above by some small $\delta$ ahead of $\alpha_2 t^{3/2}$. With this information at hand, $\rho$ can be replaced by $\delta$ for $x > \alpha_2 t^{3/2}$ and $+\infty$ for $x < \alpha_2 t^{3/2}$, at the expense of getting a supersolution (because the actual $\rho$ is certainly better than this crude estimate). In other words, we can replace $-1 + \rho(t, x)$ by $-1 + \delta + \infty \mathbf{1}_{(\infty, \alpha_2 t^{3/2})}(x)$ in the variational problem above. This property implies that $\lim_{h\to 0} u_h(1, x, \theta) \geq U_{\alpha_2}(x, \theta) + \delta$. Choosing $\delta$ small enough, with a similar reasoning as in the previous item, we get another contradiction, since then the front should have emerged ahead of $\alpha_2 t^{3/2}$ because $\min_{\theta} U_{\alpha_2}(\alpha_2, \theta) + \delta < 0$. While the arguments to prove the emergence of the front are still based on the variational problem, we do not study directly the function $u_h$. Instead, we build subsolutions on moving, widening ellipses1 for the parabolic problem (1.3) following the optimal trajectories in (1.5), using the “time-dependent” principle eigenvalue problem of [21].

Three important comments are to be made. First, this argument is made of two distinct pieces: the rigorous connection between the variational formulation (1.5) and the parabolic problem (1.3) and the precise characterization of $U_{\alpha}(\alpha, \theta)$ in order to determine $\alpha^*$. Second, the effective value of $\rho$ is always small on the right side of $\alpha t^{3/2}$ in both cases (either 0 or small $\delta$), but it takes very different values on the left hand side (either $1/2$ or $+\infty$). Note that $\rho$ is assigned a $+\infty$ value in the absence of any $L^\infty$ bound. At first glance, it is striking that the same threshold $\alpha^*$ could arise in both arguments. What saves the day is that the value of $U_{\alpha, \mu}(\alpha, \theta)$ does not depend on $\mu$ provided that $\mu \geq 1/2$. With our method, the latter bound could be lowered at the expense of more complex computations, but certainly not down to any arbitrary small number. Finally, we make a technical but useful comment. To study the variational problem (1.5) we often use the following self-similar variables $t = e^t$, $x = e^{t/2} y$, and $\theta = t y$ and study the problem written in terms of such variables. One of immediate advantage, beyond the compatibility with the problem, is that $\mu \mathbf{1}_{(-\infty, \alpha t^{3/2})}(x)$, the indicator function in (1.5), becomes $\mu \mathbf{1}_{(-\infty, \alpha)}(y)$, which is stationary. Now, the problem can be seen as the propagation of curved rays in a discontinuous medium with index $\mu$ on the left side, $\{y < \alpha\}$, and 0 (or small $\delta$) on the right side $\{y \geq \alpha\}$.

**Optimal trajectories.** In the sequel, the qualitative and quantitative description of the trajectories in (1.5) play an important role. We say that a trajectory $(x, \theta) \in \mathcal{A}(x, \theta)$ is *optimal* if it is a minimizer in (1.5) with endpoint $(x, \theta)$. We note that the existence and uniqueness of these minimizers is not obvious since the Lagrangian is discontinuous; however, we establish this fact below using lower semi-continuity (see Lemma 3.1).

Why is it that $U_{\alpha, \mu}(\alpha, \theta)$ does not depend on (large) $\mu$? The answer lies in the optimal trajectories associated with the variational problem (1.5). It happens that the optimal trajectories in (1.5) cannot cross, from right to left, the interface $\{y = \alpha\}$ if the jump discontinuity is too large ($\mu \geq 1/2$).

---

1These are actually balls following geodesics in the Riemannian metric associated to the diffusion operator.
\[ \eta = \theta/t \]

\[ \rho \geq \mu \]

\[ \rho < 1 \]

\[ \alpha \]

\[ y = x/t^{3/2} \]

**Figure 2.** Typical optimal trajectories of (1.5) depicted in the self-similar variables plane \((y, \eta) = (x/t^{3/2}, \theta/t)\). The endpoint at time \(t = 1\) is \((x, \theta)\). The line \( \{y = \alpha\} \) acts as a barrier due to the jump discontinuity in \(\rho\) in our argumentation by contradiction. The trajectories with endpoints on the left side of the line \( \{y = \alpha\} \) may come from the right side (not shown). However, the trajectories with endpoints on the right side never visit the left side. Moreover, for times \(t \to 0\), they stick to the line \( \{y = \alpha\} \), together with \(\eta \to +\infty\). This behavior holds true if \(\alpha \leq \frac{4}{3}\) and \(\mu \geq \frac{1}{2}\).

In short, we prove that the trajectories having their endpoint on the right side of the interface (including the interface itself) resemble exactly Figure 2. The nice feature is that they never fall into the left-side of the interface, but they “stick to it” for a while. During the proof, we can, thus, replace the minimization problem (1.5) by the state constraint problem where the curves are forced to stay on the right-side of the interface, so that the actual value of \(\mu\) does not matter.

In fact, we obtain analytical expressions for the optimal trajectories that lead to the formula for \(\alpha^*\) involving polynomials of Airy functions.

**Evidence for the hindering phenomenon.** We now explain why the non-local and local saturation act differently. It is useful to begin by discussing why in the local saturation problem the speed of propagation is determined by the linear problem. Recall that the linear problem is subject to the same asymptotics as (1.5) but with the choice of \(\mu = 0\) everywhere, simply because saturation has been ignored. The optimal curves of the linear problem were computed in [16]. Rather than giving formulas, we draw them in self-similar variables, see Figure 3. Beneath the trajectories, we also draw the zero level line of the value function \(U_0\), which separates small from large values of \(\bar{f}\) (the solution of the linear problem). An important observation is that an optimal trajectory with ending point at the zone where \(\bar{f}\) is small, remains on the good side of the curved interface at all intermediate times. This means that the trajectory stays in the unsaturated zone where the growth is \(f(1 - f) \approx f\). Hence, the trajectory only “sees” the linear problem implying that the optimal trajectories of the linear and the nonlinear problem coincide.

In the non-local problem (1.3), the characterization of the interface does not involve \(\theta\). Indeed, the saturated region is given by \(\rho \approx 1\) and the unsaturated region by \(\rho \ll 1\) (or, better, by \(\min U_0(x, \theta) = 0\) and \(\min U_0(x, \theta) > 0\) respectively). However, the trajectories of the linear problem with ending points on the saturated zone cannot remain on the right side of any stationary interface as illustrated in Figure 3. Therefore, the saturation term does matter, and it is expected that the location of the interface is a delicate balance between growth, dispersion and saturation.
Figure 3. Illustration of the hindering phenomenon. The green shaded area represents the saturation zone, and the bold lines represent a sampling of optimal trajectories ending beyond the saturation zone. (A) In the case of a local saturation, that is, when \( f(1 - \rho) \) is replaced by \( f(1 - f) \) in (1.3), the saturation zone \( \{f \geq \delta\} \), for a small \( \delta > 0 \), is genuinely a curved area in the phase plane \((x/t^{3/2}, \theta/t)\). The optimal trajectories associated with (1.5) without saturation \((\mu = 0)\) are curved in a similar way. It can be shown that they do not intersect the saturation zone if their endpoint is outside the saturation zone [21, 13]. (B) In the case of a non-local saturation, the saturation zone \( \{\rho \geq \delta\} \) is a strip along the vertical direction. The main observation is that the optimal trajectories without saturation \((\mu = 0)\) intersect the saturation zone. This yields a contradiction as they are computed by ignoring the effect of saturation. (C) The optimal trajectories of the nonlocal problem with high enough saturation \((\mu \geq 1/2)\) do not intersect the saturation zone. Instead, they stick to the interface for some interval of time. The discrepancy between the “local” trajectories (A) and the "non-local" trajectories (C) induces a change in the value function \( U_{\alpha} \), which itself is responsible for the lowering of the critical value from \( 4/3 \) (in the local version) to \( \alpha^* \approx 1.315 \) (in the non-local version).
This impeding phenomena could be rephrased in a more sophisticated formulation, saying that Freidlin’s (N) condition [34] is not satisfied. Indeed the optimal trajectories of the linear problem ending ahead of the front do not stay ahead in all their lifetime. Therefore, they must have experienced saturation at some time, and so it is not possible to ignore it.

What is more subtle in our case (and leads to explicit results), is that the optimal trajectories of the non-local problem hardly experience saturation, as can be viewed on Figure 3(C): they get deformed by the presence of the putative saturated area, but they do not pass through it so that a uniform lower bound $\rho \geq 1/2$ on the saturation zone is sufficient to compute all important features explicitly.

**Connection with sub-Riemannian geometry.** The connection between $f$ and $U_\alpha$ that is seen, for example, in (2.4) solicits some comment about a connection with geometry that was first leveraged in [18]. We ignore the zeroth order term in (1.3) and focus on the diffusion part of the equation. Anticipating the details of the proof in Section 3, let $t \in (0, T)$ for $T \gg 1$ (fixed), and consider the rescaling $t = T^2\tau$, $x = T^{3/2}X$ and $\theta = T\Theta$. Notice the anomalous $T^2$ in the change of time, so that $\tau$ is small, $\tau < 1/T$. The diffusion part of the equation (1.3) does not change due to the homogeneity of the second order operator,

$$F_\tau = \Theta F_{XX} + F_{\Theta \Theta}, \quad \tau \in (0, 1/T), \quad X \in \mathbb{R}, \quad \Theta \in (1/T, \infty), \quad (2.5)$$

and the initial data shrinks to the indicator function $\mathbb{1}_{(-\infty, C(1/T^{3/2})] \times (0, C(1/T))}$. In particular, the problem is not uniformly elliptic in the limit $T \to +\infty$. However, it is hypoelliptic in the sense of Hörmander. Moreover, it is a Gurshin operator as the sum of the squares of $\sqrt{\Theta}\partial_X$ and $\partial_\Theta$ respectively. In particular, it satisfies the strong Hörmander condition of hypoellipticity.

Therefore, after appropriate rescaling, our problem relies on short time asymptotics of the hypoelliptic heat kernel (2.5). Precise results are known since the 1980’s. In particular, from Léandre [47, 48], see also [7], we find

$$\lim_{\tau \to 0} -\tau \log P(\tau, (X_1, \Theta_1), (X_0, \Theta_0)) = \text{dist}((X_1, \Theta_1), (X_0, \Theta_0))^2,$$

where $P$ is the heat kernel associated to (2.5) and dist is the geodesic distance associated with the appropriate sub-Riemannian metric, which coincides with (1.5) up to the zeroth order terms. In particular, we find

$$F(\tau, X, \Theta) \approx \exp \left( -\frac{\text{dist}(X, \Theta, (0, 0))^2}{\tau} \right) \approx \exp \left( -T \text{dist} \left( \frac{x}{T^{3/2}}, \frac{\theta}{T} (0, 0) \right)^2 \right),$$

where the second equality follows by reversing the scaling at time $t = T$. Notice that this is the formulation of (2.4) but in the absence of reaction terms.

### 3. The Propagation Rate

#### 3.1. Some basic properties of trajectories and the proof of Proposition 1.1.

In this subsection, we collect some results about $U_\alpha$ along with the associated optimal trajectories. In particular, we state two lemmas, which are the main elements of the proof of Proposition 1.1. We also state a proposition that is crucial in the proof of Theorem 1.2. The proofs of these facts may be found in Section 4.  

First, we note that minimizing trajectories exist. The uniqueness of the minimizer associated with an endpoint $(x, \theta) \in [\alpha, \infty) \times \mathbb{R}_+^*$ is addressed in Section 6.

**Lemma 3.1.** Fix any $\alpha \in [0, 4/3]$ and $\mu \geq 0$. Fix any endpoint $(x, \theta) \in [\alpha, \infty) \times \mathbb{R}_+^*$. There exists a minimizing trajectory $(\mathbf{x}, \mathbf{\Theta}) \in A(\mathbf{x}, \mathbf{\Theta})$ of the action $U_{\alpha, \mu}(\mathbf{x}, \mathbf{\Theta})$.

Second, we provide a lemma that implies Proposition 1.1.
Lemma 3.2. For $\alpha \in [0, 4/3]$ and $x \geq \alpha$, the map $U_\alpha(x, \theta)$ is increasing in $\alpha$ and is strictly increasing in $x$. Hence, $\min_\theta U_\alpha(\alpha, \theta)$ is strictly increasing in $\alpha$. Further $\min_\theta U_{4/3}(4/3, \theta) > 0$ and $\min_\theta U_{5/3}(5/4, \theta) < 0$.

Next, we show that the optimal trajectories with endpoints on the right side of the front always stay to the right of the front. This is crucial, since, if this were not true, a uniform upper bound on $\rho$ would be required in order to proceed.

**Proposition 3.3.** Let $\alpha \in [0, 4/3]$ and $\mu \geq 1/2$. Let $(x, \theta)$ be the endpoint of a minimizing trajectory $(x, \theta)$ with $x \geq \alpha$ and $\theta > 0$. Then, for all $t \in [0, 1]$, $x(t) \geq \alpha t^{3/2}$. As a consequence, $U_{\alpha, \mu}(x, \theta) = U_\alpha(x, \theta)$ for all $x \geq \alpha$ and $\mu \geq 1/2$.

For the purposes of the proof in the next section, we also mention a technical result that is established after a careful description of the minimizing trajectory associated with any endpoint $(\alpha, \theta)$. We show (cf. Lemma 7.10) that the optimal trajectories are such that, for $t \ll 1$,

$$
\begin{cases}
\dot{x}(t) = \alpha t^{3/2} \\
\dot{\theta}(t) \sim \frac{3}{2} t^{2/3} | \log t |^{1/3}
\end{cases}
$$

as $t \to 0$.

We make two comments. First, such an anomalous scaling is not obvious at first glance. In fact, it arises when the optimal trajectory comes into contact with the barrier $\{ x = \alpha t^{3/2} \}$. Second, we do not believe such an elaborate result is required in the proof in the following section; however, as the result was readily available, we use it.

3.2. **Proof of the lower bound in Theorem 1.2.** The proof of the lower bound in Theorem 1.2 follows almost along the lines of the work in [21].

**Proof. Step one: definition of some useful trajectories.** Fix $\epsilon > 0$. Using the definition of $\alpha^*$ and Lemma 3.2, there exists $r > 0$ and $x, \theta$, depending only on $\epsilon$, such that $x(0) = 0$, $\theta(0) = 0$, $x(1) = \alpha^* - \epsilon/2$, and

$$
\int_0^1 L_{\alpha^* - \frac{\epsilon}{2}}(s, x(s), \theta(s), \dot{x}(s), \dot{\theta}(s))ds \leq -r.
$$

One may worry about the behavior of the integral as $s \ll 1$, but we see that the peculiar behavior (3.1) guarantees that $L_{\alpha^* - \frac{\epsilon}{2}}(s, x(s), \theta(s), \dot{x}(s), \dot{\theta}(s))$ is integrable at $s = 0$. By a density argument, up to reducing the value of $r > 0$, we may assume that $x, \theta \in C^2([0, 1])$, keeping the behavior $\theta(t) \geq Ct$ for some constant $C > 0$ as $t \to 0$. In addition, from Proposition 3.3 we get that

$$
\dot{x}(s) \geq (\alpha^* - \epsilon/2)s^{3/2}
$$

for all $s \in [0, 1]$.

For $T > 0$, $x_0 \in \mathbb{R}$, $\theta_0 \geq 1$, and $t \in [0, T]$, define the scaled functions,

$$
X_{T, x_0}(t) = T^{3/2} x \left( \frac{t}{T} \right) + x_0 \quad \text{and} \quad \Theta_{T, \theta_0}(t) = T \theta \left( \frac{t}{T} \right) + \theta_0.
$$

The parameters $x_0$ and $\theta_0$ are determined in the sequel. For notational ease, we refer to $X_{T, x_0}$ and $\Theta_{T, \theta_0}$ simply as $X$ and $\Theta$ in the sequel. By changing variables in (3.2) and using the definition of $L_{\alpha^* - \frac{\epsilon}{2}}$, we notice the crucial fact,

$$
\int_0^T \frac{|\dot{X}(t)|}{4 |\Theta(t)|^2} dt \leq T - rT.
$$

Further, we may assume without loss of generality that $\Theta(t) \geq 0$ for all $t \in [0, T]$. **Step two: a subsolution in a Dirichlet ball along the above trajectories.** Let

$$
\delta = r/3.
$$
We now argue by contradiction. Assume that (1.7) does not hold. Then there exists $t_0$ such that, for all $t \geq t_0$,
\[
\rho(t, x) < \delta \quad \text{for all} \quad x \geq (\alpha^* - \epsilon)t^{3/2}.
\]

We may assume, by simply shifting in time, that $t_0 = 0$ and that $f_0$ is positive everywhere. Further, using (3.6), we have,
\[
f_t \geq \theta f_{xx} + f \left((1 - \rho)I_{(-\infty,(\alpha^* - \epsilon)t^{1/2})} + (1 - \delta)I_{[(\alpha^* - \epsilon)t^{3/2}, \infty)}\right).
\]

Next we find a subsolution of (3.7) in a Dirichlet ball that moves along the above trajectories. To this end, we define
\[
E_{x_0, \theta_0, R} := \{(x, \theta) : |x - x_0|^2|\theta_0| + |\theta - \theta_0| \leq R^2\}.
\]

We use the following lemma, which is very similar to [21, Lemma 4.1] (see also [18, Lemma 13]). Its proof is postponed, but we use it now to conclude the proof of the theorem.

**Lemma 3.4.** Let $\delta$, $X$, and $\Theta$ be as above. There exists positive constants $C(\delta)$, $C(R, \delta)$, and $\omega(R)$ such that, for all $R \geq C(\delta)$, $\theta_0 \geq C(R, \delta)$, and $T \geq C(R, \delta)$, and for all $x_0 \in \mathbb{R}$, there is a function $v$ satisfying
\[
\begin{align*}
\nu_t &\leq \nu \nu_{xx} + \nu \nu_{\theta\theta} + (1 - \delta)\nu, & (t, x, \theta) \in (0, T) \times E_{X(t), \Theta(t), R}, \\
\nu(t, x, \theta) &= 0, & (t, x, \theta) \in [0, T] \times E_{X(t), \Theta(t), R}, \\
\nu(0, x, \theta) &\leq 1, & (x, \theta) \in E_{x_0, \theta_0, R},
\end{align*}
\]

such that $v(T, x, \theta) \geq \omega(R)e^{\beta T}$ for all $(x, \theta) \in E_{X(T), \Theta(T), R/2}$.

We aim to apply Lemma 3.4. To that end, choose $R > \max\{1, C(\delta)\}$ and then $\theta_0 > C(\delta, R)$. Let $T \geq C(\delta, R)$ be arbitrary.

Next, we find $x_0$ that is independent of $T$ such that, for all $t \in [0, T]$,
\[
E_{X(t), \Theta(t), R} \subset \{(t, \theta) : (\alpha^* - \epsilon)t^{3/2} \leq x_0\}.
\]

Let $(x, \theta) \in E_{X(t), \Theta(t), R}$. Then,
\[
X(t) - R(\Theta(t))^{1/2} \leq x.
\]

Hence, for (3.9) to hold it is enough to show that, for all $t \in [0, T]$,
\[
(\alpha^* - \epsilon)t^{3/2} \leq X(t) - R(\Theta(t))^{1/2}.
\]

From (3.3) and (3.4), we see that
\[
(\alpha^* - \epsilon/2)t^{3/2} + x_0 \leq X(t) \quad \text{for all} \quad t \in [0, T].
\]

Since $\theta$ is Lipschitz continuous, then there exists a constant $A$, independent of $t$ and $T$, such that $\Theta(t) \leq At + \theta_0$. Thus, we can choose $x_0$ large enough, independently of $t$ and $T$, such that
\[
-\frac{\epsilon}{2}t^{3/2} + R(\Theta(t))^{1/2} \leq x_0 \quad \text{for all} \quad t \in [0, T].
\]

The combination of this and (3.11) implies (3.10), and hence (3.9) holds.

**Step three. Obtaining a contradiction.** With the choice of $x_0$ such that (3.9) holds, we then define
\[
\beta = \frac{1}{2} \min_{E_{x_0, \theta_0, R}} f(0, x, \theta) > 0,
\]
and the subsolution $v_\beta = \beta v$ given by Lemma 3.4.
According to (3.9) and (3.7), \( f \) is a supersolution to the linear parabolic equation satisfied by \( v_\beta \) in (3.8). In addition,
\[
f(t, x, \theta) > v_\beta(t, x, \theta), \quad \text{for } (t, x, \theta) \in ([0, T] \times \partial E_{X(t), \Theta(t), R}) \cup \{0\} \times E_{x_0, \theta_0, R}.
\]
From the comparison principle we deduce that \( f \geq v_\beta \) in \([0, T] \times E_{X(t), \Theta(t), R} \). In particular,
\[
f(T, x, \theta) \geq \beta \omega(R) e^{\delta T} \quad \text{in } E_{X(T), \Theta(T), R/2}.
\]
The previous line, together with the definitions of \( \rho \) and \( E_{X(t), \Theta(t), R/2} \), yields,
\[
\rho(T, X(T)) \geq \int_{\Theta(T) - R/2}^{\Theta(T) + R/2} \beta \omega(R) e^{\delta T} d\theta = \beta \omega(R) R e^{\delta T}.
\]
As the constant \( \omega(R) \) depends only on \( R \), we can enlarge the value of \( T \) such that \( \rho(T, X(T)) \geq \beta \omega(R) R e^{\delta T} \geq 2\delta \). This is a contradiction, as the combination of (3.6) and (3.11), evaluated at \( t = T \), implies that \( \rho(T, X(T)) < \delta \).

Finally, we establish Lemma 3.4. The proof is very similar to those of [21, Lemma 4.1] and [18, Lemma 13]; however, it does not immediately follow from either, so we provide a sketch. To this end, we need the following auxiliary lemma.

Lemma 3.5. Let \( \delta > 0 \). Let
\[
A(t, y, \eta) = \frac{y}{2 \Theta(t)} \frac{\nabla}{\Theta(t)} + \frac{\nabla}{\Theta(t)} - \eta, \quad D(t, y, \eta) = 1 + \frac{\eta}{\Theta(t)}, \quad \text{and } \mathcal{L}_1 = A\partial_y + D\partial_{yy} + \partial_{\eta y}.
\]
There exists a constant \( C'(\delta) \) such that, for all \( R \geq C'(\delta) \), \( \theta_0 \geq C'(\delta) \), and \( T \geq C'(\delta) \), then there is a function \( w(t, y, \eta) \) satisfying
\[
\begin{align*}
(3.12) & \quad \partial_t w - \mathcal{L}_1 w \leq \delta w \quad \text{in } (0, T) \times B_R(0, 0), \\
(3.13) & \quad w(t, y, \eta) = 0 \quad \text{on } [0, T] \times \partial B_R(0, 0), \\
(3.14) & \quad w(0, y, \eta) \leq 1 \quad \text{on } B_R(0, 0), \\
(3.15) & \quad \min_{(y, \eta) \in B_{R/2}(0, 0)} w(T, y, \eta) \geq \omega'(R),
\end{align*}
\]
where \( \omega'(R) \) depends only on \( R \).

Proof. This is essentially a restatement of [21, page 745], which in turn uses [21, Lemmas 5.1, 5.2]. What we denote \( w \) here is denoted by \( w_{T, H} \) in [21]. The only thing we need to verify is that the hypothesis of [21, Lemma 5.1] holds in our situation. That is, we must verify
\[
\lim_{|T| + |\theta_0| \to \infty} \|A\|_{L^\infty((0, T) \times B_R(0, 0))} + \|D - 1\|_{L^\infty((0, T) \times B_R(0, 0))} = 0 \quad \text{for all } R.
\]
We show that the second term in \( A \) converges to zero; the rest are handled similarly (in fact, more easily). Using the definitions of \( X \) and \( \Theta \) (3.4), we find,
\[
(3.16) \quad \frac{\nabla}{(\Theta(t))^{3/2}} = \frac{T^{1/2} X(t/T)}{(T \Theta(t/T) + \theta_0)^{3/2}}.
\]
Next, according to the choice of the reference trajectory \( (x, \theta) \), there exists a constant \( C \) such that
\[
(3.17) \quad x(t) = (\alpha^* - \epsilon/2)t^{3/2}, \quad \text{and } \theta(t) \geq C t \quad \text{as } t \to 0.
\]
When \( t/T \) is small, we use Young’s inequality to see that \( t^{1/3} \theta_0^{2/3} \leq t/3 + 2\theta_0/3 \) and, thus, find
\[
(3.18) \quad \frac{\nabla}{(\Theta(t))^{3/2}} \leq C \frac{T^{1/2} (t/T)^{1/2}}{(T \Theta(t/T) + \theta_0)^{3/2}} = C \frac{t^{1/2}}{(t + \theta_0)^{3/2}} \leq C \frac{t^{1/2}}{\theta_0}.
\]
Notice that this tends to zero as $\theta_0 \to \infty$. When $t/T$ is away from 0, $\theta(t/T)$ is uniformly strictly positive, and so (3.16) converges to zero as $T \to \infty$.

Proof of Lemma 3.4. Before beginning, we point out that, using (3.17), as in the proof of Lemma 3.5, we find that there exists a constant $\bar{C}(R)$ that depends only on $R$ such that

$$(3.18) \quad \frac{1}{2} \left\| \frac{X(t)}{(\Theta(t))^{1/2}} + \eta \Theta(t) \right\|_{L^\infty((0,T) \times B_R(0,0))} \leq \bar{C}(R).$$

Let $w$ be as given by Lemma 3.5. Define, for $(y, \eta) \in B_R(0,0)$,

$$\tilde{v}(t, y, \eta) = w(t, y, \eta) \exp \left( -\frac{1}{2} \left( y \frac{X(t)}{(\Theta(t))^{1/2}} + \eta \Theta(t) \right) - \bar{C}(R) - g(t) \right),$$

where

$$g(t) = -t + 2\delta t + \int_0^t \left( \frac{|X|^2}{4\Theta} + \frac{|\Theta|^2}{4} + R \left( \frac{|X|}{2\Theta^{1/2}} + \frac{|X\Theta|}{4\Theta^{3/2}} + \frac{|X|^2}{4\Theta^2} + \frac{|\Theta|}{2} \right) \right) dt'.$$

A direct computation, together with the fact that $w$ is a subsolution of (3.12), shows that $\tilde{v}$ is a subsolution of

$$\tilde{v}_t - \left( \frac{y \Theta}{2 \Theta} + \frac{X}{\Theta^{1/2}} \right) \tilde{v}_y - \Theta \tilde{v}_\eta \leq D\tilde{v}_{yy} + \tilde{v}_{y\eta} + (1 - \delta)\tilde{v}.$$

In addition, according to (3.13) we have $\tilde{v} \equiv 0$ on $\partial B_R(0,0)$. Also, by the definition of $\tilde{v}$, the fact that $g(0) = 0$, (3.14), and (3.18), we have, for $(y, \eta) \in B_R(0,0)$,

$$\tilde{v}(0, y, \eta) \leq \exp \left( -\frac{1}{2} \left( y \frac{X(0)}{\theta_0^{1/2}} + \eta \Theta(0) \right) - \bar{C}(R) \right) \leq 1.$$

Next we find a lower bound for $\tilde{v}(T, y, \eta)$ on $B_{R/2}(0,0)$, for which we first bound $g(T)$ from above. Using (3.5), it follows that

$$g(T) \leq -rT + 2\delta T + R \int_0^T \left( \frac{|X|}{\Theta^{1/2}} + \frac{|X\Theta|}{4\Theta^{3/2}} + \frac{|X|^2}{4\Theta^2} + \frac{|\Theta|}{2} \right) dt.$$

Applying again (3.17) in the manner of the proof of Lemma 3.5, there is another constant $\bar{C}(R)$ (that we do not relabel) such that

$$g(T) \leq -rT + 2\delta T + \bar{C}(R).$$

Together with (3.18), the definition of $\tilde{v}$, and (3.15), we find, for $(y, \eta) \in B_{R/2}(0,0)$,

$$\tilde{v}(T, y, \eta) \geq w(T, y, \eta) \exp \left( (r - 2\delta)T - \bar{C}(R) \right) \geq \omega'(R) \exp \left( (r - 2\delta)T - \bar{C}(R) \right).$$

Finally, we recover that $v$ is the desired subsolution of (3.8) by making the change of variables from $\tilde{v}$ to $v$ in the moving frame; that is, we let

$$v(t, x, \theta) = \tilde{v} \left( t, \frac{x - X(t)}{(\Theta(t))^{1/2}}, \theta - \Theta(t) \right).$$

We recover the last conclusion in Lemma 3.4 by letting $\omega(R) = \omega'(R)e^{-\bar{C}(R)}$, concluding the proof.
3.3. Proof of the upper bound in Theorem 1.2.

Proof. We wish to prove by contradiction that, for all \( \epsilon > 0 \),
\[
\liminf_{t \to \infty} \left( \frac{X_1(t)}{t^{3/2}} \right) \leq \alpha_* + \epsilon.
\]
Suppose on the contrary that there exists \( \epsilon > 0 \) and \( t_0 \) such that, for all \( t \geq t_0 \) and all \( x \leq (\alpha_* + \epsilon)t^{3/2} \),
\[
\rho(t, x) \geq 1/2.
\]
In this case, we see that, for all \( t \geq t_0 \),
\[
f_t \leq \theta f_{xx} + f_{t0} + \left( 1 - \frac{1}{2} 1_{(-\infty,(\alpha_*+\epsilon)t^{3/2})} \right) f.
\]
The work in [21, Section 3] implies that there exists a constant \( C \), depending only on \( C_0 \) in (1.4), such that
\[
f(t, x, \theta) \leq C \exp \left( t - \frac{\psi(x, \theta)}{4(t + 1)} \right).
\]
Here \( \psi \) is a positive function, defined piecewise in [21, Section 3], whose exact form is unimportant, but which is positive when \( \max\{x, \theta\} > 0 \) and satisfies, for any \( h > 0 \),
\[
h^2 \psi(xh^{-3/2}, \theta h^{-1}) = \psi(x, \theta).
\]
We use this particular scaling for two purposes. First, up to shifting in time, we may assume, without loss of generality, that \( t_0 = 0 \) and that, for all \( (x, \theta) \in \mathbb{R} \times (1, \infty) \),
\[
f(t, x, \theta) \leq C(t_0) \exp \left( t - \frac{\psi(x, \theta)}{t + C(t_0)} \right).
\]
Second, for any small parameter \( h > 0 \), we define
\[
f^h(t, x, \theta) = f \left( \frac{t}{h}, \frac{x}{h^{3/2}}, \frac{\theta}{h} \right), \quad \text{and} \quad u^h = h \log f^h.
\]
Then, \( u^h \) satisfies both the bound
\[
u^h(t, x, \theta) \leq h \log C(t_0) - \frac{\psi(x, \theta)}{C(t + hC(t_0))},
\]
and the equation
\[
\begin{cases}
u^h_t - \theta |u^h_x|^2 - |u^h_\theta|^2 - h \theta u^h_{xx} - h u^h_{\theta\theta} \leq 1 - \frac{1}{2} 1_{(-\infty,(\alpha_*+\epsilon)t^{3/2})}, & \text{in } (0, \infty) \times \mathbb{R} \times (h, \infty), \\
u^h_\theta = 0, & \text{on } (0, \infty) \times \mathbb{R} \times \{h\}.
\end{cases}
\]
The differential inequality is due to (3.20). The bound on the initial data comes from (3.21) and (3.22).

We define the half-relaxed limit \( u^* = \limsup_{h \to 0} u^h \). We claim that, for any \( \delta > 0 \), \( u^* \) satisfies (in the viscosity sense)
\[
\begin{cases}
u^* - \theta |u^*_x|^2 - |u^*_\theta|^2 - 1 + \frac{1}{2} 1_{(-\infty,(\alpha_*+\epsilon/2)t^{3/2})} \leq 0, & \text{in } (0, \infty) \times \mathbb{R} \times (0, \infty), \\
\min \left( -u^*_{\theta}, u^*_t - \theta |u^*_x|^2 - |u^*_\theta|^2 - 1 + \frac{1}{2} 1_{(-\infty,(\alpha_*+\epsilon/2)t^{3/2})} \right) \leq 0, & \text{on } (0, \infty) \times \mathbb{R} \times \{0\}, \\
u^*_0 \leq -\infty 1_{D^\delta}, & \text{on } \{0\} \times \mathbb{R} \times (0, \infty),
\end{cases}
\]
where \( D^\delta = \{(x, \theta) \in \mathbb{R} \times \mathbb{R}_+ : \max\{x, 0\}^2 + \theta^2 \leq \delta^2\} \). We point out that we have reduced \( \epsilon \) to \( \epsilon/2 \). The first two inequalities follow from standard arguments in the theory of viscosity solutions, see, e.g., [43, Section 3.2] for a similar setting. The third inequality follows directly from the upper
The combination of (3.26) and the fact that \( \psi(x, \theta) \) is positive for \( \max\{x, \theta\} > 0 \). The restriction to the outside of a ball of radius \( \delta \) (for arbitrary \( \delta > 0 \)) might look unnecessary. However, in [28], which is applied in the sequel, only “maximal functions” with support on smooth, open sets are considered.

Using (3.25) along with theory of maximal functions [28] (see also [43] for a discussion of the boundary conditions and the degeneracy in the Hamiltonian near the boundary \( \{ \theta = 0 \} \), both of which are not considered in [28]), along with the Lax-Oleinik formula, we see, for all \((x, \theta) \in \mathbb{R} \times \mathbb{R}_+\),

\[
u^*(t, x, \theta) \leq -\inf \left\{ \int_0^t \left[ \frac{|\dot{x}(s)|^2}{4\theta(s)} + \frac{|\dot{\theta}(s)|^2}{4} - \left( 1 - \frac{1}{2} \right) \left( -\infty, (\alpha^* + \epsilon/2)s^{3/2} \right) (x(s)) \right] ds : (x, \theta) \in A(t, \theta) \right\}.
\]

Taking the limit \( \delta \to 0 \) and setting \( t = 1 \), we find

\[
u^*(1, x, \theta) \leq -\inf \left\{ \int_0^1 \left[ \frac{|\dot{x}(s)|^2}{4\theta(s)} + \frac{|\dot{\theta}(s)|^2}{4} - \left( 1 - \frac{1}{2} \right) \left( -\infty, (\alpha^* + \epsilon/2)s^{3/2} \right) (x(s)) \right] ds : (x, \theta) \in A(x, \theta) \right\} = -U_{\alpha^*+\epsilon/2,1/2}(x, \theta).
\]

Fix any \( x \geq \alpha^* + \epsilon/2 \). Using Proposition 3.3, the trajectory \((x, \theta)\) satisfies \( x(s) \geq (\alpha^* + \epsilon/2)s^{3/2} \) for all \( s \in [0, 1] \). It follows that \( U_{\alpha^*+\epsilon/2,1/2}(x, \theta) = U_{\alpha^*+\epsilon/2}(x, \theta) \), which implies

\[
u^*(1, x, \theta) \leq -U_{\alpha^*+\epsilon/2}(\alpha^* + \epsilon/2, \theta).
\]

For notational ease, let \( r = \min_{\theta'} U_{\alpha^*+\epsilon/2}(\alpha^* + \epsilon/2, \theta') \). According to Lemma 3.2 and the definition of \( \alpha^\star \), we have \( r > 0 \); thus, we find

\[
u^*(1, x, \theta) \leq -r < 0.
\]

We now use the negativity of \( \nu^* \) to show that \( f \) is small beyond \( (\alpha^* + \epsilon)^{3/2} \) for large times, which provides a contradiction. From the definition of \( \nu^* \), it follows that there exists \( h_0 > 0 \) such that if \( h \leq h_0 \), then, for all \( x \in (\alpha^* + 2\epsilon/3, 2) \) and all \( \theta \in (h, 4) \),

\[
f \left( \frac{1}{h}, \frac{x-h/2}{h}, \frac{\theta}{h} \right) = \exp \left( \frac{\nu^*(h-1, x, \theta)}{h} \right) \leq \exp \left( -\frac{r}{2h} \right).
\]

Hence, if \( t \geq 1/h_0 \), \( x \in ((\alpha^* + 2\epsilon/3)^{3/2}, 2t^{3/2}) \) and \( \theta \in (1, 4t) \), then

\[
f(t, x, \theta) \leq \exp \left( -\frac{rt}{2} \right),
\]

which implies,

\[
\limsup_{t \to \infty} \sup_{x \in ((\alpha^* + 2\epsilon/3)^{3/2}, 2t^{3/2})} \rho(t, x) = 0.
\]
To rule out the other part of the domain, we apply [21, Theorem 1.2], which implies,
\[
\limsup_{t \to \infty} \left( \sup_{x > (4/3) t^{3/2}} \rho(t, x) \right) = 0.
\]
Combining these two estimates yields
\[
\limsup_{t \to \infty} \left( \sup_{x > (a^* + 2\varepsilon) t^{3/2}} \rho(t, x) \right) = 0.
\]
This contradicts (3.19), since the latter condition implies that
\[
\liminf_{t \to \infty} \left( \min_{x \leq (a + \varepsilon) t^{3/2}} \rho(t, x) \right) \geq 1/2.
\]
The proof is complete. \(\square\)

4. Basic properties of the minimizing problem \(U_{\alpha, \mu}\)

In this section we prove some basic properties of the trajectories. Namely, we give the proofs of Lemma 3.1, and Lemma 3.2. We also conclude with the reformulation of the minimization problem in the self-similar variables.

4.1. The existence of a minimizing trajectory – Lemma 3.1. The existence of minimizers is a delicate issue due to the discontinuity in the Lagrangian \(L_{\alpha, \mu}\). From our qualitative analysis in the sequel, we show that optimal trajectories eventually stick to the line of discontinuity for periods of time. Therefore, the value of the Lagrangian on this line matters. As an illustration of the subtlety of this issue, notice that replacing \(1_{(-\infty, a t^{3/2})} \) by \(1_{(-\infty, a t^{3/2}/2)}\) would break down the existence of minimizers. In the latter case, a minimizing sequence would approach the line without sticking to it (details not shown).

Proof. Take any minimizing sequence \((x_n, \theta_n) \in \mathcal{A}(x, \theta)\) such that
\[
U_{\alpha, \mu}(x, \theta) = \lim_{n \to \infty} \int_0^1 L_{\alpha, \mu}(t, x_n(t), \theta_n(t), \dot{x}_n(t), \dot{\theta}_n(t)) dt.
\]
It is clear that \(\theta_n(t)\) remains uniformly bounded above. Further, for any \(\epsilon > 0\), \(\theta_n(t)\) remains uniformly bounded away from 0 for all \(t \in [\epsilon, 1]\). These two facts are heuristically clear; for a proof see [43, Appendix A].

As a result of the uniform upper bound on \(\theta_n\), we obtain a uniform \(H^1\) bound on \((x_n, \theta_n)\), implying that, up to extraction of a subsequence, \((x_n, \theta_n) \rightharpoonup (x, \theta)\) for some trajectory \((x, \theta) \in H^1\). This convergence is strong in \(C^0\) due to the Sobolev embedding theorem. In addition, because \(\theta_n\) is bounded away from zero and \(\theta_n \rightharpoonup \theta\) in \(C^0\), \(\theta\) is bounded away from zero. It thus follows that \(\dot{x}_n/\sqrt{\theta_n} \rightharpoonup \dot{x}/\sqrt{\theta}\).

From above, we obtain two important facts that allow to conclude. First, \((x, \theta) \in \mathcal{A}(x, \theta)\). Second, using (4.1), Fatou’s lemma, and the lower semi-continuity of \(L_{\alpha, \mu}\), we see that
\[
U_{\alpha, \mu}(x, \theta) = \lim_{n \to \infty} \int_0^1 L_{\alpha, \mu}(t, x_n(t), \theta_n(t), \dot{x}_n(t), \dot{\theta}_n(t)) dt
\]
\[
\geq \int_0^1 \liminf_{n \to \infty} L_{\alpha, \mu}(t, x_n(t), \theta_n(t), \dot{x}_n(t), \dot{\theta}_n(t)) dt
\]
\[
\geq \int_0^1 L_{\alpha, \mu}(t, x(t), \theta(t), \dot{x}(t), \dot{\theta}(t)) dt \geq U_{\alpha, \mu}(x, \theta).
\]
The last inequality follows from the definition of $U_{\alpha,h}$ and the fact that $(x, \theta) \in \mathcal{A}(x, \theta)$. Hence, the inequalities must all be equalities above, implying that $(x, \theta)$ is truly a minimizing trajectory, which finishes the proof. \hfill \Box

4.2. Proof that $\alpha^*$ is well-defined – Lemma 3.2.

**Proof.** First we observe that the $U_{\alpha}(x, \theta)$ is increasing in $\alpha$ simply because $L_{\alpha}$ is increasing in $\alpha$. To see the fact that it is strictly increasing in $x$ when $x \geq \alpha$, we fix $x \geq \alpha$, $\theta > 0$ and any $h > 0$. Consider an admissible minimizing trajectory $(x_h(s), \theta_h(s))$ such that $(x_h(0), \theta_h(0)) = (0, 0)$ and $(x_h(1), \theta_h(1)) = (x + h, \theta)$.

Define $s_h = \sup\{s : x_h(s) = x\}$. Notice that $s_h$ is well-defined due to the continuity of $x_h$ established above, along with the fact that $x_h(0) < x < x_h(1)$. We also note that $x_h(s) \geq \alpha s^{3/2}$ for all $s \geq s_h$.

We construct a trajectory connecting the origin and $(x, \theta)$. Let $x(s) = \int_0^{\min\{s, s_h\}} x_h(s')ds'$. It follows from the definition of $s_h$ that $x(1) = x$, $x_h(s) = x(s)$ for all $s \leq s_h$, and $x_h(s) = x \geq \alpha s^{3/2}$ for all $s \in [s_h, 1]$. Further, it is clear that $(x, \theta_h) \in \mathcal{A}(x, \theta)$. Hence,

\[
U_{\alpha}(x, \theta) \leq \int_0^1 L_{\alpha}(s, x(s), \theta(s)) ds
\]

(4.2)

\[
= \int_0^{s_h} L_{\alpha}(s, x_h(s), \theta_h(s)) ds + \int_{s_h}^1 \left[ \frac{\theta_h(s)^2}{4} - 1 \right] ds
\]

\[
= \int_0^{s_h} L_{\alpha}(s, x_h(s), \theta_h(s)) ds - \int_{s_h}^1 \frac{|x_h(s)|^2}{4\theta_h(s)} ds.
\]

Since $x_h(1) = x + h > x = x_h(s_h)$ and since $s_h < 1$, it follows that

\[
\int_{s_h}^1 |x_h(s)|^2 ds > 0.
\]

Using these two facts to bound the right-hand side of the last line in (4.2) from above yields

\[
U_{\alpha}(x, \theta) < \int_0^1 L_{\alpha}(s, x_h(s), \theta_h(s)) ds = U_{\alpha}(x_0 + h, \theta_0),
\]

finishing the proof that $U_{\alpha}$ is strictly increasing with respect to $x \geq \alpha$.

We now prove that $\min U_{4/3}(4/3, \theta) > 0$. For this, we first recall the particular trajectories that were computed in [21]², in the case without growth saturation, i.e., when $\alpha = 0$. It was shown that the minimum of $U_0(4/3, \cdot)$ is reached at $\theta = 1$, with $U_0(4/3, 1) = 0$. Let $(x_0, \theta_0)$ be the optimal trajectory associated with the endpoint $(4/3, 1)$. Then, $x_0$ has the following simple expression:

\[
x_0(t) = \frac{4}{3} \left( \frac{3 - t}{2} \right) t^2.
\]

A crucial observation is that $x_0$ is always to the left of the barrier associated with $\alpha = 4/3$, i.e.,

(4.3)

\[
x_0(t) < \frac{4}{3} t^{3/2} \quad \text{for all } t \in (0, 1).
\]

Indeed,

\[
\frac{4}{3} t^{3/2} - x_0(t) = \frac{4}{3} t^{3/2} - \frac{4}{3} \left( \frac{3 - t}{2} \right) t^2 = \frac{2}{3} t^{3/2} \left( t^{1/2} - 1 \right)^2 \left( t^{1/2} + 2 \right) > 0.
\]

²Those computations were originally derived for [16], though they are not explicitly written there, so we provide [21] as a reference instead.
Next, let \((x, \theta)\) be a minimizing trajectory associated with \(\alpha = 4/3\), that is,

\[
\min_{\theta} U_{4/3}(4/3, \theta) = \int_0^1 L_{4/3}(t, x(t), \theta(t), \dot{x}(t), \dot{\theta}(t)) dt.
\]

There are two options. On the one hand, assume that \((x, \theta) = (x_0, \theta_0)\). Then, we deduce from (4.3) that saturation is always at play, hence

\[
\min_{\theta} U_{4/3}(4/3, \theta) = \int_0^1 \left[ \frac{|\dot{x}(t)|^2}{4\theta(t)} + \frac{1}{4} |\dot{\theta}(t)|^2 \right] dt > 0.
\]

On the other hand, assume that \((x, \theta) \neq (x_0, \theta_0)\). Then

\[
\min_{\theta} U_{4/3}(4/3, \theta) \geq \int_0^1 \left[ \frac{|\dot{x}(t)|^2}{4\theta(t)} + \frac{1}{4} |\dot{\theta}(t)|^2 \right] dt > \int_0^1 \left[ \frac{|\dot{x}_0(t)|^2}{4\theta_0(t)} + \frac{1}{4} |\dot{\theta}_0(t)|^2 \right] dt = 0.
\]

Here, the strict inequality follows from the uniqueness of the minimizing trajectory \((x_0, \theta_0)\) for the associated minimizing problem. This concludes the proof of the positivity of \(\min_{\theta} U_{4/3}(4/3, \theta)\).

The last step consists in proving that \(\min_{\theta} U_{5/4}(5/4, \theta) < 0\). To this end, we define a particular trajectory \((x, \theta) \in \mathcal{A}(5/4, 1)\) by,

\[
x(t) = \frac{5}{4} t^{3/2}, \quad \theta(t) = \begin{cases} 
\frac{3}{2} t & \text{for } 0 \leq t < \frac{1}{3}, \\
\frac{3}{4} t + \frac{1}{4} & \text{for } \frac{1}{3} < t \leq 1.
\end{cases}
\]

We establish

\begin{equation}
\int_0^1 L_{5/4}(t, x(t), \theta(t), \dot{x}(t), \dot{\theta}(t)) dt < 0,
\end{equation}

which allows us to conclude.

By construction, we have \(1_{(-\infty, (5/4)^{3/2})}(x(t)) = 0\) for all \(t\), and \(\dot{x}(t) = (15/8)t^{1/2}\), and

\[
\hat{\theta}(s) = \begin{cases} 
\frac{3}{2} & \text{for } 0 \leq t < \frac{1}{3}, \\
\frac{3}{4} & \text{for } \frac{1}{3} < t \leq 1.
\end{cases}
\]

Using this in the definition of \(L_{5/4}\) yields,

\[
L_{5/4}(t, x(t), \theta(t), \dot{x}(t), \dot{\theta}(t)) = \begin{cases} 
\frac{5^2 \cdot 3 + 3^2 \cdot 2^3}{2^7} - 1 & \text{for } 0 \leq t < \frac{1}{3}, \\
\left( \frac{15}{8} \right)^2 \frac{t}{3t+1} + \frac{3^2}{2^6} - 1 & \text{for } \frac{1}{3} < t \leq 1.
\end{cases}
\]

Integrating and then rearranging gives,

\[
\int_0^1 L_{5/4}(t, x(t), \theta(t), \dot{x}(t), \dot{\theta}(t)) dt = \frac{1}{3} \left( \frac{5^2 \cdot 3 + 3^2 \cdot 2^3}{2^7} + \frac{2 \cdot 3^2}{2^6} + \left( \frac{15}{8} \right)^2 \right) \int_{1/3}^1 \frac{t}{3t+1} dt - 1
\]

\[
= \frac{61}{27} + \frac{5^2}{8^2} (2 - \ln 2) - 1 = \frac{25}{64} \left( \frac{33}{50} - \ln 2 \right) (\approx -0.1) < 0
\]

Hence (4.4) holds. This concludes the proof of the lemma.
4.3. Reformulation of the minimization problem in the self-similar variables. In (3.4) and (3.23) we use the scaling properties of our problem. Here, we go a step further, as we reformulate the minimization problem (1.5) in self-similar coordinates. We transform each trajectory \((x(t), \theta(t))\) for \(t \in (0, 1)\) into the new \((y(s), \eta(s))\), \(s \in (-\infty, 0)\) as follows
\[
\begin{aligned}
x(t) &= t^{3/2} y(\log t), \\
\theta(t) &= t \eta(\log t).
\end{aligned}
\]
Note that the endpoint is not changed: \((y(0), \eta(0)) = (x, \theta)\). The minimization problem (1.5) is equivalent to the following one:
\[
U_{a, \mu}(x, \theta) = \inf \left\{ \int_{-\infty}^0 \mathcal{L}_{a, \mu}(y(s), \eta(s), \dot{y}(s), \dot{\eta}(s)) e^s ds : (y(\cdot), \eta(\cdot)) \in \mathcal{A}(x, \theta) \right\},
\]
where the autonomous Lagrangian \(\mathcal{L}_{a, \mu}\) is given by
\[
\mathcal{L}_{a, \mu}(y, \eta, v_y, v_\eta) = \frac{1}{4\eta} (v_y + \frac{3}{2} \eta)^2 + \frac{1}{4} (v_\eta + \eta)^2 - 1 + \mu \mathbb{1}_{(-\infty, \alpha)}(y),
\]
and the set of admissible trajectories is given by
\[
\mathcal{A}(x, \theta) = \left\{ (y, \eta) : \mathbb{R} \to \mathbb{R} \times \mathbb{R}^{+} : \mathcal{L}_{a, \mu}(y(s), \eta(s), \dot{y}(s), \dot{\eta}(s)) e^s \text{ is integrable, and} \lim_{s \to -\infty} e^{3s/2} y(s) = 0, \lim_{s \to -\infty} e^{s} \eta(s) = 0, (y(0), \eta(0)) = (x, \theta) \right\}.
\]
In view of the discontinuity in the Lagrangian along the line \(\{y = \alpha\}\), we expect interesting dynamics as \(y(s)\) approaches \(\alpha\). We prove in the next section that the line \(\{y = \alpha\}\) acts as a barrier for the optimal trajectories that end in the area \(\{y \geq \alpha\}\), provided that \(\mu\) is not too small and \(\alpha\) is not too large, as stated in Proposition 3.3.

Due to the natural scaling of the problem, it is often convenient notationally to let
\[
\overline{\alpha} = \frac{3\alpha}{4}.
\]

5. Qualitative properties of trajectories – Proposition 3.3

The next result is a reformulation of Proposition 3.3 using the self-similar coordinates introduced in Section 4.3.

**Lemma 5.1.** Suppose that \(2\mu \geq \overline{\alpha}^{1/3}\). Let \((x, \theta) \in \mathbb{R} \times \mathbb{R}^{+}\) be an endpoint such that \(x \geq \alpha\). Then any optimal trajectory \((y, \eta) \in \mathcal{A}(x, \theta)\) of (4.5) satisfies \(y(s) \geq \alpha\) for all \(s \in (-\infty, 0]\).

That is, if \(y\) ends beyond the line \(\{y = \alpha\}\), then it never crosses the line. It is clear that this is a consequence of the following two lemmas.

**Lemma 5.2** (No single crossing). With the same assumptions as in Lemma 5.1, consider a trajectory which crosses the line \(\{y = \alpha\}\) only once, that is, there exists \(s_0\) such that for all \(s \in [s_0, 0), y(s) \geq \alpha\) and for all \(s < s_0, y(s) < \alpha\). Then it cannot be an optimal one.

**Lemma 5.3** (No C-turn). With the same assumptions as in Lemma 5.1, consider a trajectory \((y, \eta) \in \mathcal{A}(x, \theta)\), which crosses the line \(\{y = \alpha\}\) at least twice (see Figure 4), i.e. there exists \(s_1 < s_0 \leq 0\) such that \(y(s_0) = y(s_1) = \alpha\) and \(y(s) < \alpha\) for all \(s \in (s_1, s_0)\). Then it cannot be an optimal one.

The proof of Lemma 5.3 uses the following result that deals with the monotonicity of \(\eta\) for any optimal trajectory:
Figure 4. Sketch of a C-turn as the trajectory crosses the line twice. From Lemma 5.2, we see that this trajectory cannot be optimal.

Lemma 5.4 (Monotonicity of $\eta$). If $(y, \eta)$ is an optimal trajectory for (4.5), then $\eta$ is nonincreasing over $(-\infty, 0)$.

The proof of Lemma 5.4 is a direct consequence of the Hamiltonian dynamics associated with (4.5). We review it briefly in the next section. The other two statements require additional conditions on $\alpha$ and $\mu$, as in Lemma 5.1. They are proved in Section 5.2.

5.1. A brief overview of Hamiltonian dynamics. In this section we provide some elements of the computation of the optimal trajectories that we use in the article. To this end, it is instructive to briefly recall the basics of calculus of variations in a smooth setting. Let $L(X, V)$ be some smooth Lagrangian function. Consider, for some admissible set of trajectories $A$ with endpoints at $x \in \mathbb{R}^d$, the following problem:

$$U(x) = \inf_{X \in A} \int_{-\infty}^{0} L(X(s), \dot{X}(s))e^s ds.$$  

When $L$ is smooth, one can write the Euler-Lagrange equation,

$$\frac{d}{ds} \left( D_V L(X(s), \dot{X}(s)) e^s \right) = D_X L(X(s), \dot{X}(s)) e^s,$$

for an optimal trajectory $X$. As usual, the Hamiltonian $H(X, P)$ and the Lagrangian $L(X, V)$ are related by the following convex duality:

$$H(X, P) = \sup_{V} (V \cdot P - L(X, V)) \quad \text{and} \quad L(X, V) = \sup_{P} (V \cdot P - H(X, P)).$$

Hence, the action variable, defined as $P(s) = D_V L(X(s), \dot{X}(s))$, satisfies the following Hamiltonian system, together with the trajectory $X(s)$,

$$\begin{align*}
\dot{X}(s) &= D_P H(X(s), P(s)) \\
\dot{P}(s) + P(s) &= D_X L(X(s), \dot{X}(s)) = -D_X H(X(s), P(s)).
\end{align*}$$

Then, the evolution of the Hamiltonian function $H(X(s), P(s))$ along the characteristic lines, when there is enough regularity, is:

$$\frac{d}{ds} (H(X(s), P(s))) = D_X H \cdot \dot{X} + D_P H \cdot \dot{P} = -(\dot{P} + P) \cdot D_P H + D_P H \cdot \dot{P} = -P \cdot D_P H.$$
From our choice of $P$ along with the representation formula for $L$, we see that $H(X, P) + L(X, D_P H(X, P)) = P \cdot D_P H(X, P)$, so that the above becomes $\dot{H} + H + L = 0$, or, equivalently,

$$\frac{d}{ds} (H e^s) + Le^s = 0.$$  \hfill (5.3)

We deduce from (5.3) and (5.1) that $U(X(0)) = -H(X(0), P(0))$.

Finally, we point out a nice relationship between $D_X U$ and $P$:

$$P(0) = D_X U(X(0)).$$  \hfill (5.4)

Indeed, if we perturb the optimal trajectory $X$ by a constant velocity $\epsilon V$ on the last portion of the time interval $(-\epsilon, 0)$, we find by the minimization property (5.1):

$$U(x + \epsilon^2 v) - U(x) \leq \int_{-\epsilon}^0 \left( L(X(s) + (s + \epsilon)\epsilon V, \dot{X}(s) + \epsilon V) - L(X(s), \dot{X}(s)) \right) e^s ds$$

$$\leq \epsilon \int_{-\epsilon}^0 \left( D_V L(X(s), \dot{X}(s)) \cdot V + O(\epsilon) \right) e^s ds.$$

Dividing both sides by $\epsilon^2$, and letting $\epsilon \to 0$, we find that $D_X U(x) \cdot V \leq D_V L(X(0), \dot{X}(0)) \cdot V$, for any $V$. Hence, we have $D_X U(x) = D_V L(X(0), \dot{X}(0))$, which is equivalent to (5.4) by definition.

In our setting, the Hamiltonian associated with (1.5), is

$$\mathcal{H}_{\alpha, \mu}(y, \eta, p, q) = -\frac{3}{2} yp - \eta q + \eta |p|^2 + |q|^2 + 1 - \mu \mathbb{I}_{(-\infty, \alpha)}(y).$$  \hfill (5.5)

This follows from (4.6), where we solve for the Lagrangian. Thus, the Hamiltonian system (5.2) is, for the portion of the trajectories on either of the half-spaces $\{y < \alpha\}$ and $\{y > \alpha\}$,

$$\begin{aligned}
\dot{y} &= -\frac{3}{2} y + 2\eta p, \\
\dot{p} &= \frac{1}{2} p, \\
\dot{\eta} &= -\eta + 2q, \\
\dot{q} &= -|p|^2.
\end{aligned}$$  \hfill (5.6)

Here we use the fact that $\mathbb{I}_{(-\infty, \alpha)}$ is constant on each half space. The connection between the two half-spaces must be handled with care, see below for details. The general solution of (5.6) on any interval of free motion, i.e. avoiding the line $\{y = \alpha\}$, for trajectories ending at $(x, \theta)$ at $s = 0$, is, for some constants $A$ and $B$,

$$\begin{aligned}
p(s) &= Ae^{\frac{s}{2}}, \\
q(s) &= B + A^2(1 - e^s), \\
\eta(s) &= \theta e^{-s} + 2B(1 - e^{-s}) + A^2(2 - e^s - e^{-s}), \\
y(s) &= xe^{\frac{s}{2}} + 2\theta A \left( e^{-\frac{s}{2}} - e^{-\frac{s}{2}} \right) + 2BA \left( e^{\frac{s}{2}} - e^{\frac{s}{2}} - 2e^{-\frac{s}{2}} \right) \\
&\quad + \frac{2}{3} A^3 \left( e^{\frac{s}{2}} - 3e^{-\frac{s}{2}} + 3e^{\frac{s}{2}} - e^{\frac{s}{2}} \right).
\end{aligned}$$  \hfill (5.7)

Due to (4.6) and (5.6), the running cost on each half-space $\{y < \alpha\}$ and $\{y > \alpha\}$ is then given by:

$$\mathcal{L}_{\alpha, \mu}(y(s), \eta(s), \dot{y}(s), \dot{\eta}(s)) = \eta(s) |p(s)|^2 + |q(s)|^2 - 1 + \mu \mathbb{I}_{(-\infty, \alpha)}(y(s)).$$

An immediate computation yields that this quantity is constant on each half-space $\{y < \alpha\}$ and $\{y > \alpha\}$. In particular, on some interval $(s_0, 0)$ such that $y(s)$ stays on the same side of the line, the running cost is

$$\mathcal{L}_{\alpha, \mu}(y(s), \eta(s), \dot{y}(s), \dot{\eta}(s)) = \theta_0 A^2 + B^2 - 1 + \mu \mathbb{I}_{(-\infty, \alpha)}(y(s)).$$  \hfill (5.8)
We now investigate the portions of \((y(s), \eta(s))\) when \(y(s) = \alpha\) for an open interval of time \(s \in (s_1, s_0)\). It is convenient to extract the dynamics from the Lagrangian function (4.6) when the trajectory has been confined to the line. When confined to this line, the Lagrangian is
\[
\mathcal{L}_{(y=\alpha)}(\eta, v_\eta) = \frac{\pi^2}{\eta} + \frac{1}{4} (v_\eta + \eta)^2 - 1,
\]
which is obtained from (4.6) by setting \(v_y = 0\), and \(y = \alpha\), and \(\mu(\cdot, \cdot, \cdot) = 3\alpha/4\). The corresponding Hamiltonian function is obtained through the Legendre transform with respect to the partial velocity variable \(v_\eta\):
\[
\mathcal{H}_{(y=\alpha)}(\eta, q) = -\frac{\pi^2}{\eta} - \eta q + |q|^2 + 1.
\]
The corresponding Hamiltonian dynamics are computed exactly as above:
\[
\dot{\eta} = -\eta + 2q, \quad \text{and} \quad \dot{q} = -\frac{\pi^2}{\eta^2}.
\]
Moreover, similarly to above, we also obtain
\[
\frac{d}{ds} (\mathcal{H}_{(y=\alpha)} e^\sigma) + \mathcal{L}_{(y=\alpha)} e^\sigma = 0.
\]

5.2. Better stay on the right side – Lemma 5.1. We now establish that any trajectory that ends to the right of the line \(\{y = \alpha\}\) must always be to the right of this line. Our approach, in each lemma, is a careful analysis of the minimizing trajectories, which we can write down semi-explicitly thanks to the computations performed in Section 5.1. In each case, we show that, were the undesired behavior to occur, we may construct a related trajectory with a lower cost, contradicting the fact that the offending trajectory was a minimizer.

We first prove the monotonicity of optimal trajectories in \(\eta\). This is an important step in establishing Lemma 5.3.

Proof of Lemma 5.4. Let \((y, \eta) \in \mathcal{A}(x, \theta)\) be the optimal trajectory. We begin by obtaining a differential inequality for the second derivative \(\dot{\eta}\) in the distributional sense. We note that we have not established the continuity of \(\dot{\eta}\) or any regularity of \(\dot{\eta}\), so we are forced to work with this distributional inequality.

Fix any \(\epsilon > 0\) and any \(0 \leq \phi \in C_c^\infty(\mathbb{R}_+^\ast)\). Notice that \((y, \eta + \epsilon e^{-\phi}) \in \mathcal{A}(x, \theta)\). Thus, we have,
\[
\int_{-\infty}^0 \mathcal{L}_{\alpha, \mu}(y, \eta, \dot{y}, \dot{\eta}) e^\sigma ds = U_{\alpha, \mu}(x, \theta) \leq \int_{-\infty}^0 \mathcal{L}_{\alpha, \mu}(y, \eta + \epsilon e^{-\phi}, \dot{y}, \dot{\eta} + \epsilon(e^{-\phi} - e^{-\phi})) e^\sigma ds.
\]
Writing out the expressions and re-arranging the terms, we see,
\[
0 \leq \int_{-\infty}^0 \left( \frac{(\dot{y}(s) + \frac{3}{2} \dot{y}(s))^2}{4(\eta(s) + \epsilon e^{-\phi}(s))} - \frac{(\dot{y}(s) + \frac{3}{2} \dot{y}(s))^2}{4\eta(s)} + \epsilon \frac{e^{-\phi}}{2} \dot{\phi}(s)(\dot{\eta}(s) + \eta(s)) \right) e^\sigma ds + O(\epsilon^2).
\]
Expanding the first term and dividing by \(\epsilon\) yields,
\[
O(\epsilon) \leq \int_{-\infty}^0 \left( \frac{\dot{\phi}(s)(\dot{\eta}(s) + \eta(s))}{2\eta(s)^2 + \epsilon e^{-\phi}(s)} + \epsilon \frac{e^{-\phi}}{2} \dot{\phi}(s)(\dot{\eta}(s) + \eta(s)) \right) ds.
\]
Applying the monotone convergence theorem, we get,
\[
\int_{-\infty}^0 \eta \left( \frac{\dot{\phi}}{\dot{\eta} + \dot{\phi}} \right) \leq \int_{-\infty}^0 \frac{-\phi(s)(\dot{y}(s) + \frac{3}{2} \dot{y}(s))^2}{2\eta(s)^2} ds \leq 0.
\]
Since this is true for all \(\phi\), it follows that \(\dot{\eta} + \dot{\phi} \leq 0\) in the sense of distributions, from which it follows that \(\frac{d}{ds}(e^s \dot{\eta}) \leq 0\) holds in the sense of distributions.
implies the following equations:
for some \( s' < \inf \text{supp}(\psi) \) and \( \epsilon > 0 \) such that \( \epsilon < -s' \). Let \( \phi_{\epsilon} \) be a standard mollifier with \( \text{supp} \phi_{\epsilon} \subset (-\epsilon, +\epsilon) \). Then, define the smooth test function
\[
\chi_{\epsilon}(s) = \left( \int_{-\infty}^{s} \phi_{\epsilon}(s' - \bar{s}) \, ds \right) + \left( \int_{s}^{0} \psi(\bar{s}) \, d\bar{s} \right) - 1.
\]
Note that from our choice of \( s' \) and \( \epsilon \), the above test function is positive and compactly supported in \( \mathbb{R}_+ \). From our choice of \( \phi_{\epsilon} \) and \( \psi \) along with the differential inequality established above,
\[
- \int_{-\infty}^{0} e^s \dot{\eta}(s) \phi_{\epsilon}(s' - s) \, ds + \gamma = - \int_{-\infty}^{0} e^s \dot{\eta}(s) \left( \phi_{\epsilon}(s' - s) - \psi(s) \right) \, ds = - \int_{-\infty}^{0} e^s \dot{\eta}(s) \chi_{\epsilon}(s) \, ds \leq 0.
\]
Multiplying both sides by \( e^{-s'} \) and integrating over \((s_1, s_0)\) for any \( s_0 < \inf \text{supp}(\psi) \), we find
\[
- \int_{-\infty}^{0} e^s \dot{\eta}(s) \int_{s_1}^{s_0} e^{-s'} \phi_{\epsilon}(s' - s) \, ds' \, ds = - \int_{s_1}^{s_0} e^{-s'} \int_{-\infty}^{0} e^s \dot{\eta}(s) \phi_{\epsilon}(s' - s) \, dsds' \leq \gamma(e^{-s_0} - e^{-s_1}).
\]
We may take \( \epsilon \to 0 \) in the interior integral on the left hand side to obtain
\[
\eta(s_1) - \eta(s_0) = - \int_{s_1}^{s_0} \dot{\eta}(s) \, ds \leq \gamma(e^{-s_0} - e^{-s_1}).
\]
Hence \( \eta(s_1) \to -\infty \) as \( s_1 \to -\infty \), which contradicts the fact that \( \eta \geq 0 \), by definition. This concludes the proof. \( \square \)

**Proof of Lemma 5.2.** We argue by contradiction. Suppose that a trajectory crossing the line \( \{y = \alpha\} \) only once is optimal. Let \( s_0 \) be the time such that \( y(s) < \alpha \) for all \( s < s_0 \) and \( y(s) \geq \alpha \) for all \( s \in (s_0, 0) \), and let denote \( \theta_0 = \eta(s_0) \). By the dynamic programming principle, the trajectory is also optimal on the interval \((-\infty, s_0)\). By a translation of time \( s - s_0 \), we can assume without loss of generality that \( (y(0), \eta(0)) = (\alpha, \theta_0) \) and that \((y, \eta)\) is a minimizing trajectory in \( \mathcal{A}(\alpha, \theta_0) \). By assumption, we note that \( y(s) < \alpha \) for all \( s < 0 \). Then, it is a global solution of the system (5.6) with \( x = \alpha \).

From (5.7) we have
\[
\begin{align*}
\eta(s) &= \theta_0 e^{-s} + 2B(1 - e^{-s}) + A^2 (2 - e^s - e^{-s}), \\
y(s) &= \alpha e^{-\frac{3}{2}s} + 2\theta_0 A \left( e^{-\frac{3}{2}s} - e^{-\frac{5}{2}s} \right) + 2BA \left( e^{\frac{1}{2}s} + e^{-\frac{3}{2}s} - 2e^{-\frac{5}{2}s} \right) \\
&\quad + \frac{2}{3} A^3 \left( e^{-\frac{3}{2}s} - 3e^{-\frac{1}{2}s} + 3e^{\frac{1}{2}s} - e^{\frac{3}{2}s} \right)
\end{align*}
\]
for some \( A, B \in \mathbb{R} \). On the one hand, multiplying the first and second equality in the previous line by, respectively, \( e^s \) and \( e^{\frac{3}{2}s} \), and then taking the limit \( s \to -\infty \) and using the conditions in (4.7) implies the following equations:
\[
\begin{align*}
\theta_0 &= 2B + A^2, \quad \text{and} \\
\alpha &= 2\theta_0 A - 2BA - \frac{2}{3} A^3, \quad \text{which is equivalent to} \\
\theta_0 &= 2B + A^2, \quad \text{and} \\
\alpha &= \theta_0 A + \frac{1}{3} A^3.
\end{align*}
\]
Since \( A \mapsto \theta_0 A + \frac{1}{3} A^3 \) is increasing, \( A \) is uniquely determined. On the other hand, computing \( \dot{y}(0) \) and using the condition \( \dot{y}(0) \geq 0 \) implies
\[
\theta_0 A \geq \alpha, \quad (5.13)
\]
Thus, we may bound the right hand side of (5.17) by its value at the endpoint. Indeed, let $(\tilde{y}(s), \tilde{\eta}(s)) = (\alpha, \theta_0)$ for all $s \in (-\infty, 0)$. It is clear that $(\tilde{y}, \tilde{\eta}) \in \mathcal{A}(\alpha, \theta_0)$. From (5.9), the associated cost is
\[
\mathcal{L}_{\alpha, \mu}(\tilde{y}, \tilde{\eta}, \dot{\tilde{y}}, \dot{\tilde{\eta}}) = \frac{\pi^2}{\theta_0} + \frac{\theta_0^2}{4} + A^4 + \mu - 1.
\]
This global cost can be compared with the cost of the steady trajectory located at the same endpoint. Indeed, we wish to show that $\mathcal{L}_{\alpha, \mu}(y, \eta, \dot{y}, \dot{\eta}) > \mathcal{L}_{\alpha, \mu}(\tilde{y}, \tilde{\eta}, \dot{\tilde{y}}, \dot{\tilde{\eta}})$, which contradicts the fact that $(y, \eta)$ is a minimizing trajectory. This is equivalent to showing that
\[
\frac{\theta_0 A^2}{2} + \frac{A^4}{4} - \frac{\pi^2}{\theta_0} \geq -\mu.
\]
According to (5.12) and (5.13), we have the following constraints on the values of $A$:
\[
\frac{\theta_0 A}{\pi} \geq 1 \quad \text{and} \quad \frac{3\theta_0 A}{\pi A} + \frac{A^3}{4\pi} = 1.
\]
This suggests that we use the new variables $a$ and $b$ such that
\[
a = \frac{\theta_0 A}{\pi}, \quad b = \frac{A}{\pi^{1/3}}, \quad \frac{3a}{4} + \frac{b^3}{4} = 1.
\]
According to the definition of $a$, and by (5.13) and (5.15), we have
\[
a \in \left[1, \frac{4}{3}\right] \quad \text{and} \quad b \in [0, 1].
\]
With the definitions of $a$ and $b$, the inequality (5.14) is equivalent to
\[
\frac{\pi^{4/3}}{\mu} \left(\frac{ab}{2} + \frac{b^4}{4} - \frac{b}{a}\right) \geq -1.
\]
We now prove (5.16), which finishes the proof. Since $b^3 = 4 - 3a$, then
\[
\left(\frac{ab}{2} + \frac{b^4}{4} - \frac{b}{a}\right) = b \left(1 - \frac{a}{4} - \frac{1}{a}\right) = (4 - 3a)^{1/3} \left(1 - \frac{a}{4} - \frac{1}{a}\right).
\]
The right hand side of this expression is increasing for $a \in (1, \frac{4}{3})$: its derivative with respect to $a$ is
\[
\left(4 - 3a\right)^{-2/3} \left(4 - 2a - 2a^2 + a^3\right) = \left(4 - 3a\right)^{-2/3} \left(2 - a\right) \left(2 - a^2\right) > 0.
\]
Thus, we may bound the right hand side of (5.17) by its value at $a = 1$, which implies that
\[
\left(\frac{ab}{2} + \frac{b^4}{4} - \frac{b}{a}\right) \geq \left(4 - 3a\right)^{1/3} \left(1 - \frac{a}{4} - \frac{1}{a}\right) \bigg|_{a=1} = -\frac{1}{4}.
\]
Hence, we obtain
\[
\frac{\pi^{4/3}}{\mu} \left(\frac{ab}{2} + \frac{b^4}{4} - \frac{b}{a}\right) \geq -\frac{\pi^{4/3}}{4\mu} > -1,
\]
where we recall that $\pi = 3a/4$. Finally, from (5.8), the global cost of the trajectory equals the (constant) running cost:
\[
\mathcal{L}_{\alpha, \mu}(y, \eta, \dot{y}, \dot{\eta}) = \theta_0 A^2 + B^2 + \mu - 1 = \theta_0 A^2 + \frac{(\theta_0 - A^2)^2}{4} + \mu - 1
\]
\[
= \frac{\theta_0 A^2}{2} + \frac{\theta_0^2}{4} + A^4 + \mu - 1.
\]
where we used the condition $\bar{\sigma}^{4/3} < 4\mu$ in the last inequality. Hence, we have established (5.14), contradicting the fact that $(y, \eta)$ is a minimizing trajectory. This concludes the proof. \hfill $\square$

Note that we have used the weaker condition $\bar{\sigma}^{4/3} < 4\mu$ instead of $\bar{\sigma}^{4/3} \leq 2\mu$. In fact the next proof requires a more stringent condition on the parameters.

**Proof of Lemma 5.3.** To proceed with the non-optimality of the C-turn, we make the following reduction. As above, the dynamic programming principle implies that we may suppose, without loss of generality, that $s_0 = 0$ and $s_1 < 0$ (see Figure 4).

Since the trajectory does not cross the line $\{y = \alpha\}$ during the time interval $(s_1, 0)$, the optimal trajectory $(y, \eta)$ is given by (5.7), with $x = \alpha$, for some constants $A, B \in \mathbb{R}$. We point out that, by Lemma 5.4,

$$\theta_0 = \eta(0) \leq \eta(s_1).$$

Further, since $y(0) = \alpha$ and $y(s) < \alpha$ for $s \in (s_1, 0)$, it follows that $\dot{y}(0) \geq 0$. Hence (5.13) is valid. There seems to be no natural way to compare the trajectory with a steady trajectory as in the proof of Lemma 5.2. Alternatively, we compare the trajectory $(y(s), \eta(s))$ to the trajectory $(\tilde{y}(s), \eta(s))$, where we define

$$\tilde{y}(s) = \begin{cases} y(s) & \text{for } s < s_1, \\ \alpha & \text{for } s_1 \leq s < 0. \end{cases}$$

In short, $(\tilde{y}, \eta)$ is obtained by projecting the portion between $s_1$ and 0, the C-turn, onto the line. It is clear that $(\tilde{y}, \eta) \in \mathcal{A}(\alpha, \theta_0)$.

To show that $(\tilde{y}, \eta)$ has a lower cost than $(y, \eta)$, it is enough to compare the partial costs on the interval $(s_1, 0)$. The cost for $(y, \eta)$ is, via (5.8),

$$J_{\text{orig}} := \int_{s_1}^{0} \mathcal{L}_{\alpha, \mu}(y, \eta, y, \eta) ds = \int_{s_1}^{0} (\theta_0 A^2 + B^2 + \mu - 1) e^s ds.$$ 

The cost of $(\tilde{y}, \eta)$ on $(s_1, 0)$ is,

$$J_{\text{new}} := \int_{s_1}^{0} \mathcal{L}_{\alpha, \mu}(\tilde{y}, \eta, \tilde{y}, \eta) ds = \int_{s_1}^{0} \left( \frac{\pi^2}{\eta(s)} + \frac{1}{4} |\dot{\eta}(s) + \eta(s)|^2 - 1 \right) e^s ds = \int_{s_1}^{0} \left( \frac{\pi^2}{\eta(s)} + |B + A^2 (1 - e^s)|^2 - 1 \right) e^s ds,$$

where we have obtained the second equality by using the expression for $\eta$ in (5.7) and computing $\dot{\eta}$. We now consider the difference $J_{\text{orig}} - J_{\text{new}}$. The above formulas imply

$$J_{\text{orig}} - J_{\text{new}} = \int_{s_1}^{0} \left[ A^2 e^s \left( \theta_0 e^{-s} - 2B (e^{-s} - 1) - A^2 (e^{-s} - 2 + e^s) \right) - \frac{\pi^2}{\eta(s)} + \mu \right] e^s ds$$

(5.19)

$$= \int_{s_1}^{0} \left[ A^2 e^s \eta(s) - \frac{\pi^2}{\eta(s)} \right] e^s ds + \mu (1 - e^{s_1}),$$

where to obtain the last equality we have used the expression for $\eta$ in (5.7). Since the integrand is increasing with respect to $\eta$, it is fruitful to bound $\eta(s)$ from below. In view of (5.7), this amounts to bounding $B$ from above. In parallel with the proof of Lemma 5.2, we shall use the information at $s = s_1$ in order to gain an estimate for $B$. Evaluating at $s_1$ the expression for $\eta$ in (5.7), and then using (5.18), yields

$$2B (e^{-s_1} - 1) = \theta_0 e^{-s_1} - \eta(s_1) + A^2 (2 - e^{s_1} - e^{-s_1}) \leq \theta_0 (e^{-s_1} - 1) + A^2 (2 - e^{s_1} - e^{-s_1}).$$
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Notice \((2 - e^{s_1} - e^{-s_1}) = (e^{-s_1} - 1)(e^{s_1} - 1)\). Using this, along with the bound above, we see, for all \(s \in (s_1, 0)\),
\[
\eta(s) = \theta_0 e^{-s} + 2B(1 - e^{-s}) + A^2(1 - e^s)(1 - e^{-s})
\]
\[
\geq \theta_0 e^{-s} + (\theta_0 + A^2(e^{s_1} - 1))(1 - e^{-s}) + A^2(1 - e^s)(1 - e^{-s})
\]
\[
= \theta_0 + A^2((e^{s_1} - 1)(1 - e^{-s}) + (1 - e^s)(1 - e^{-s})) = \theta_0 + A^2(e^{s_1} - e^s)(1 - e^{-s}) .
\]
Let
\[
I := \frac{1}{1 - e^{s_1}} \int_{s_1}^{0} \left[A^2(\theta_0 e^s + A^2(e^s - e^{s_1}))(1 - e^s)\right] e^s ds .
\]
In view of (5.20), along with (5.19), we find
\[
J_{\text{orig}} - J_{\text{new}} \geq I + \mu,
\]
where we have used the bound (5.20) for the first occurrence of \(\eta(s)\) in (5.19), but the less precise estimate \(\eta(s) \geq \theta_0\) for the second occurrence. Thus, in order to control the sign of \(J_{\text{orig}} - J_{\text{new}}\), it is sufficient to show \(I > -\mu\).

We now establish the lower bound on \(I\). An explicit computation yields
\[
I = \frac{\theta_0 A^2}{2}(1 + e^{s_1}) + \frac{A^4}{6}(1 - e^{s_1})^2 - \frac{\pi^2}{\theta_0} .
\]
Recall that, due to (5.13), \(\theta_0 A \geq \pi\). Hence,
\[
I \geq \frac{\pi^2}{2\theta_0}(1 + e^{s_1}) + \frac{\pi^4}{6\theta_0^2}(1 - e^{s_1})^2 - \frac{\pi^2}{\theta_0} = -\frac{\pi^2}{2\theta_0}(1 - e^{s_1}) + \frac{\pi^4}{6\theta_0^2}(1 - e^{s_1})^2.
\]
The quantity on the right hand side is minimized (with respect to \(\theta_0\)) when \(\theta_0^3 = 4\pi^2(1 - e^{s_1})/3\).

Thus, we have
\[
I \geq -\frac{3^{4/3}(1 - e^{s_1})^{2/3}\pi^{4/3}}{2^{11/3}} .
\]
Recall that \(\pi^{4/3} \leq 2\mu\). Also, notice that \(1 - e^{s_1} \leq 1\). Hence,
\[
I \geq -\mu \cdot \frac{2 \cdot 3^{4/3}(1 - e^{s_1})^{2/3}}{2^{11/3}} \geq -\mu \left(\frac{3}{4}\right)^{4/3} > -\mu .
\]
In view of the definition of \(I\), this implies that \(J_{\text{orig}} - J_{\text{new}} > 0\). Thus \((\tilde{y}, \tilde{\eta})\) cannot be a minimizer, since the cost of \((\tilde{y}, \tilde{\eta})\) is strictly smaller. This concludes the proof. \(\square\)

6. The explicit characterization of \(\alpha^* - \text{Theorem 1.3}\)

En route to proving Theorem 1.3, the exact shape of the function \(U_\alpha\) must be deciphered, at least when restricted to endpoints \((\alpha, \theta)\). This involves a careful handling of the connection between the portions of the trajectory which moves freely in \((\alpha, \infty) \times \mathbb{R}_+^*\), and the portions that stick to the line \(\{y = \alpha\}\).

In order to begin the discussion, we first establish the uniqueness of optimal trajectories. The proof also establishes the convexity of \(U_\alpha(x, \theta)\) on the domain \([\alpha, \infty) \times \mathbb{R}_+^*\). This is the content of the following lemma.

**Lemma 6.1.** If \(\alpha \in [0, 4/3]\), then \(U_\alpha(x, \theta)\) is strictly convex on the domain \([\alpha, \infty) \times \mathbb{R}_+^*\). Moreover, for all \((x, \theta)\) in \([\alpha, \infty) \times \mathbb{R}_+^*\) there is a unique optimal trajectory.
Figure 5. Illustration of the qualitative behavior of optimal trajectories outlined by Proposition 6.2. Let \((\alpha, \theta)\) be some endpoint on the line \(\{y = \alpha\}\). There exists a contact time \(s_\tau \leq 0\) such that the trajectory sticks to the line if \(s \leq s_\tau\). Moreover, \(s_\tau = 0\) if and only if \(\theta \geq \theta^0\), where \(\theta^0\) is some threshold value on the \(\eta\) coordinate. Finally, at the time \(s_\tau\), and beyond \(s < s_\tau\), there is a nonlinear relationship between \(q(s)\) and \(\eta(s)\), solutions of (5.10), involving the function \(Q\) which only depends on the value of \(\alpha\).

Knowing that optimal trajectories are unique allows us to completely characterize them. This characterization relies on good properties of an auxiliary function \(Q : \mathbb{R}^+ \rightarrow \mathbb{R}\), (see Section 7 for a precise definition). Here, we rely only on the useful properties that

\[
Q(\theta) = \frac{\alpha^2}{\theta} \quad \text{is strictly increasing and} \quad \exists \theta^0 \text{ such that } Q(\theta^0) = \frac{\theta^0}{4}
\]

that separates those trajectories that make an excursion to the right versus those that “stick” to the line \(\{y = \alpha\}\) (see Proposition 6.2.(iii) for a precise statement of the latter property). From \(Q\) and \(\theta^0\), we also define the entire family:

\[
Q_\alpha(\theta) = \alpha^{2/3} Q \left( \frac{\theta}{\alpha^{2/3}} \right) \quad \text{and} \quad \theta^0_\alpha = \alpha^{2/3} \theta^0,
\]

where recall from (4.8) that \(\bar{\alpha} = 3\alpha/4\). In particular, we have \(Q \equiv Q_{1/3}\).

The next proposition gathers useful properties of the optimal trajectories. Useful notation is illustrated in Figure 5 for the reader’s sake.

**Proposition 6.2.** Let \(\theta > 0\) and let \((y, \eta)\) be the optimal trajectory in \(\mathcal{A}(\alpha, \theta)\). Then \((y, \eta)\) satisfies the following conditions:

(i) There exists \(s_\tau = s_\tau(\theta) \leq 0\) such that \(y(s) = \alpha\) if and only if \(s \leq s_\tau\) and, further, \(\theta \mapsto \eta(s_\tau(\theta))\) is a continuous function;

(ii) For all \(\theta > 0\), we have \(\eta(s_\tau(\theta)) \geq \theta^0\);

(iii) \(s_\tau = 0\) if and only if \(\theta \geq \theta^0\);

(iv) For \(s \in (s_\tau, 0)\), \((y, \eta, p, q)\) solves (5.6) and is such that (5.3) holds with the Hamiltonian given by (5.5). For \(s \in (-\infty, s_\tau)\), \((\eta, q)\) solves (5.10) and is such that (5.11) holds. In the interval \((-\infty, s_\tau)\), we may continue \(p\) as \(p = \bar{\alpha}/\eta\) in order to be consistent with \((y, \eta) = (\alpha, 0)\)
Figure 6. The curves $\tau \mapsto \frac{Q(\xi(\tau))}{\xi(\tau)}$ (in blue), and $\tau \mapsto \frac{V(\tau)^2}{\xi(\tau)}$ (in red), have a unique intersection time $\tau_0$ due to opposite monotonicity.

in (5.6). With this convention, $(y, \eta, p, q)$ is continuous in $(-\infty, 0]$ and we have $U_\alpha(\alpha, \theta) = -\mathcal{H}_\alpha(\alpha, \theta, p(0), q(0))$;
(v) For all $s \leq s_\tau$, we have $q(s) = Q(\eta(s))$;
(vi) If $s \in (s_\tau, 0]$, then $(y, \eta)$ solves (5.7) with

$$A = \frac{\tau}{\eta(s_\tau)} e^{-\frac{1}{2} s_\tau} \quad \text{and} \quad B = Q(\eta(s_\tau)) - A^2 (1 - e^{s_\tau}).$$

We postpone the proof of this important list of results to Section 7. However, we can make a few comments about some quantitative statements there. Firstly, we find that the optimal trajectory sticks precisely to the line $\{y = \alpha\}$ for some interval $(-\infty, s_\tau]$, with $s_\tau \leq 0$ (in fact, $s_\tau = 0$ if and only if $\theta \geq \theta^*$). We refer to $s_\tau$ as the contact time. Secondly, and quite importantly, $q$ and $\eta$ are linked by the relationship (5.10) when $s \leq s_\tau$. It turns out that the constraint at $s = -\infty$, $\eta(s) = o(e^{-s})$, selects one branch of the family of solutions, and we can identify and describe this explicitly using the identity $q = Q(\eta)$.

To be able to identify the contact time with an analytical equation, we also need the following technical lemma on real functions, which is going to be used with the change of unknown $\tau = \exp(s/2) = t^{1/2} \in (0, 1)$.

**Lemma 6.3.** Let $\mathcal{R}$ be defined by (1.8), and $V$ be defined by (1.9). Define the function $\xi$ by

$$\xi(\tau) = \frac{(1 - \tau^2)^{\frac{1}{2}}}{\tau V(\tau)}.$$  

Then

$$V(\tau)^2 = Q(\xi(\tau))$$

if and only if $V(\tau)^4 - \xi^{-1}(\tau) > \Xi_0$ and

$$V(\tau)^2 = \mathcal{R}(V(\tau)^4 - \xi^{-1}(\tau)).$$

Moreover, there is at most one $\tau \in (0, 1)$ such that (6.3) holds.
The uniqueness of \( \tau \) is proved by a monotonicity argument: dividing each side of the equation by \( \xi(t) \), we find that the left-hand side \( V(t)^2/\xi(t) \) and the right-hand side \( Q(\xi(t))/\xi(t) \) have opposite monotonicity, as illustrated in Figure 6. The difficulty arises in showing the monotonicity of \( \theta \mapsto Q(\theta)/\theta \).

We prove Lemma 6.1, Proposition 6.2 and Lemma 6.3 in Section 7. We now show how to conclude Theorem 1.3 from these three results.

6.1. The homogeneity of \( U_\alpha \) – Theorem 1.3.(i). We begin by establishing the homogeneity of \( U_\alpha \). While this neither relies on Lemma 6.1, Proposition 6.2, nor Lemma 6.3, it is used to establish Theorem 1.3.(ii).

Proof of Theorem 1.3.(i). Fix any \( \alpha_0, \alpha_1 \in (0, 4/3) \). Let \( \theta > 0 \). Let \( (x_1, \theta_1) \in A(\alpha_1, \theta) \) be an optimal trajectory. Then

\[
U_{\alpha_1}(\alpha_1, \theta) = \int_0^1 L_{\alpha_1}(t, x_1, \theta, x_1, \theta_1) dt.
\]

Let \( \beta = \alpha_0/\alpha_1 \). Define a new trajectory \( (x_0, \theta_0) = (\beta x_1, \beta^{2/3} \theta_1) \). Then \( (x_0, \theta_0) \in A(\alpha_0, \beta^{2/3} \theta) \).

By definition, it follows that

\[
U_{\alpha_0}(\alpha_0, \beta^{2/3} \theta) \leq \int_0^1 L_{\alpha_0}(t, x_0, \theta_0, x_0, \theta_0) dt
= \int_0^1 \left( \beta^{4/3} \left( \frac{|x_1|^2}{\theta_1} + \frac{ \hat{\theta}_1^2}{4} \right) - 1 + \mathbb{1}_{(\infty, \alpha_1/3)}(\beta x_1(t)) \right) dt.
\]

By Proposition 3.3, we know that, for all \( t \in [0, 1] \), \( x_1(t) \geq \alpha_1 t^{3/2} \) and, hence, \( \beta x_1(t) \geq \alpha_0 t^{3/2} \).

Using this, we see that

\[
U_{\alpha_0}(\alpha_0, \beta^{2/3} \theta) \leq \int_0^1 \left( \beta^{4/3} \left( \frac{|x_1|^2}{\theta_1} + \frac{ \hat{\theta}_1^2}{4} \right) - 1 \right) dt
= \beta^{4/3} \int_0^1 \left( \frac{|x_1|^2}{\theta_1} + \frac{ \hat{\theta}_1^2}{4} - 1 \right) dt - 1 + \beta^{4/3} = \beta^{4/3} U_{\alpha_1}(\alpha_1, \theta) - 1 + \beta^{4/3}.
\]

By symmetry, we have

\[
U_{\alpha_1}(\alpha_1, \theta) \leq \beta^{-4/3} U_{\alpha_0}(\alpha_0, \beta^{2/3} \theta) - 1 + \beta^{-4/3}.
\]

Using both inequalities together, we find

\[
U_{\alpha_0}(\alpha_0, \beta^{2/3} \theta) = \beta^{4/3} U_{\alpha_1}(\alpha_1, \theta) - 1 + \beta^{4/3}.
\]

Taking the minimum with respect to \( \theta \in \mathbb{R}_+^* \) on both sides, we obtain:

\[
\min_{\theta} U_{\alpha_0}(\alpha_0, \theta) = \left( \frac{\alpha_0}{\alpha_1} \right)^{4/3} \min_{\theta} U_{\alpha_1}(\alpha_1, \theta) - 1 + \left( \frac{\alpha_0}{\alpha_1} \right)^{4/3}.
\]

This concludes the proof. \( \square \)

Remark 6.4 (Scaling of optimal trajectories). The argument above, together with the uniqueness of trajectories (Lemma (6.1)), clearly shows that the optimal trajectory \( (x_1, \theta_1) \) ending at \( (\alpha_1, \theta_1) \), with parameter \( \alpha_1 \), is bound to the optimal trajectory \( (x_0, \theta_0) \) ending at \( (\alpha_0, \beta^{2/3} \theta_1) \), with parameter \( \alpha_0 \), as follows:

\[
\frac{\theta_0(s)}{\alpha_0^{2/3}} = \frac{\theta_1(s)}{\alpha_1^{2/3}}.
\]
6.2. The analytical value of $\alpha^*$ – Theorem 1.3.(ii). In this subsection, we show how to get an algebraic equation for $\alpha^*$. In order to compute this value, due to Theorem 1.3.(i), it is enough to fix $\alpha = 4/3$, and to compute $\min_{\theta} U_{4/3}(4/3, \theta)$. We first show that such a minimum is attained at a unique point $\theta_{\min}$. We then identify the optimal trajectory ending at $(4/3, \theta_{\min})$. The identification of this trajectory relies on the computation of the contact time $s_r(\theta_{\min})$. Once the optimal trajectory is characterized, we can compute the value of $U_{4/3}(4/3, \theta_{\min})$, hence $U_{\alpha^*}(\theta_{\min})$ by homogeneity. Figure 7 represents the function $U_{\alpha^*}(\theta_{\min})$ for the sakes of illustration.

Proof of Theorem 1.3.(ii). # Existence and uniqueness of a minimum in $\theta$: To ensure the existence of an interior minimum point of $\theta \mapsto U_{4/3}(4/3, \theta)$, we seek an interior critical point in $\theta$. The strict convexity of $U_{4/3}$ in $\theta$ given by Lemma 6.1 implies that any critical point in $\theta$ is the unique minimum of $U_{4/3}$. To find such a critical point, we seek a $\theta_0$ such that the optimal trajectory $(y, \eta)$ with endpoint at $(4/3, \theta_0)$ satisfies

$$s_r(\theta_0) < 0 \quad \text{and} \quad q(0) = 0.$$  

Indeed, if we have such a trajectory, we find,

$$\partial_\theta U_{4/3}(4/3, \theta_0) = \partial_\theta U_{4/3}(y(0), \eta(0)) = q(0) = 0,$$

where the second equality follows by (5.4). This is precisely the characterization of a critical point of $U_{4/3}(4/3, \cdot)$, implying that $\theta_0$ is indeed the unique minimum of $U_{4/3}(4/3, \cdot)$.

We now prove that there is indeed such a point $\theta_0$ in the interval $(0, \theta^o)$. Note first that by Proposition 6.2.(iii), $\theta < \theta^o$ implies that $s_r(\theta) < 0$. Moreover, by Proposition 6.2.(vi), we obtain that $q(s) = B + A^2(1 - e^s)$ holds for $s \in (s_r, 0)$. Thus, $q(0) = 0$ is equivalent to $B = 0$, which, by Proposition 6.2.(vi) is equivalent to,

$$Q(\eta(s_r)) = \frac{e^{-s_r} - 1}{\eta(s_r)^2},$$

(recall $\pi = 1$).

We use the intermediate value theorem to find a $\theta_0 \in (0, \theta^o)$ satisfying (6.6). For $\theta = \theta^o$, we have $s_r(\theta^o) = 0$, and $\eta(s_r(\theta^o)) = \eta(0) = \theta^o$, by Proposition 6.2.(iii). Hence, the left hand side of (6.6) is $Q(\theta^o) = \theta^o/4 > 0$ (we have used (6.1), the definition of $\theta^o$), whereas the right hand side is zero.
Next, we show that the left hand side is smaller than the right hand side as \( \theta \to 0 \). To this end, we use the combination of (5.7) (at \( s = s_\tau \)) and Proposition 6.2.(vi) to get,

\[
\eta(s_\tau) = \theta e^{-s\tau} + 2B \left(1 - e^{-s\tau}\right) + A^2 \left(2 - e^{s\tau} - e^{-s\tau}\right)
\]

\[
= \theta + 2 \left( Q(\eta(s_\tau)) - \frac{e^{-s\tau} - 1}{\eta(s_\tau)^2} \right) (1 - e^{-s\tau}) - \frac{1}{\eta(s_\tau)} (e^{-s\tau} - 1)^2.
\]

Therefore, we have:

\[
2 \left( \frac{e^{-s\tau} - 1}{\eta(s_\tau)^2} - Q(\eta(s_\tau)) \right) = -\frac{\theta}{e^{-s\tau} - 1} + \frac{\eta(s_\tau)}{e^{-s\tau} - 1} + \frac{e^{-s\tau} - 1}{\eta(s_\tau)} \geq -\frac{\theta}{e^{-s\tau} - 1} + 2.
\]

To conclude, it is enough to show that the right hand side in the latter expression has a positive limit as \( \theta \to 0 \). This is clear as \( \liminf s_\tau(\theta) > 0 \) as \( \theta \to 0 \) by Proposition 6.2.(ii), and the fact that the optimal trajectory \( \eta \) does not become singular as \( \theta \to 0 \). In view of the discussion above, an interior minimum occurs at some \( \theta_{\text{min}} \in (0, \theta^*) \) since we can solve (6.6).

### Identification of the contact time \( s_\tau(\theta_{\text{min}}) \):

Letting \((y, \eta)\) be the optimal trajectory ending at \((\alpha, \theta_{\text{min}})\), we have an explicit expression for \((y, \eta)\) in terms of \( A \) and \( B \). In addition, we know \( B = 0 \) from the discussion preceding (6.6). For notational ease, let \( \eta_\tau = \eta(s_\tau) \), and \( \tau_\tau = e^{s_\tau/2} \in (0, 1) \). (The latter is the square root of the original time). We shall show that \( \tau_\tau \) is exactly the \( \tau_0 \) defined by (1.11).

Recall that \( y(s_\tau) = \alpha = 4/3 \) by definition. Then, by Proposition 6.2.(vi), \((y, \eta)\) are given by (5.7) with \( A = (\theta_\tau \tau_\tau)^{-1} \) and \( B = 0 \). The fourth line (multiplied by \( e^{s_\tau/2} \)) and the third line (multiplied by \( e^{s_\tau} \)) of (5.7) yield,

\[
\begin{align*}
\frac{4\tau_\tau^3}{3} &= y(s_\tau)\tau_\tau^3 = \frac{4}{3} - 2\theta_{\text{min}}A (1 - \tau_\tau^2) + \frac{2}{3}A^3 (1 - \tau_\tau^2)^3 \quad \text{and} \\
\frac{\tau_\tau}{A} &= \theta_\tau \tau_\tau^2 = \eta(s_\tau)\tau_\tau^2 = \theta_{\text{min}} - A^2 (1 - \tau_\tau^2)^2,
\end{align*}
\]

which, upon rearranging, imply,

\[
A = \left( \frac{(1 - \tau_\tau)^2(2 + \tau_\tau)}{2(1 - \tau_\tau^2)^3} \right)^{1/2}.
\]

We point out that, according to the definitions of the functions \( V \) and \( \xi \) given by (1.9) and (6.2), we have

\[
A = \frac{V(\tau_\tau)}{(1 - \tau_\tau^2)^{1/2}} \quad \text{and} \quad \frac{1}{A\tau_\tau} = \frac{(1 - \tau_\tau^2)^{1/2}}{\tau_\tau V(\tau_\tau)} = \xi(\tau_\tau).
\]

In addition, the expression for \( q \) in (5.7), Proposition 6.2.(iv), which guarantees the continuity of \( q \), and Proposition 6.2.(vi) yields

\[
A^2(1 - \tau_\tau^2) = q(s_\tau) = Q(\theta_\tau).
\]

Recalling \( A = (\theta_\tau \tau_\tau)^{-1} \), the previous line can be reformulated as:

\[
A^2(1 - \tau_\tau^2) = Q((A\tau_\tau)^{-1})
\]

According to (6.9), the previous line is equivalent to,

\[
V(\tau_\tau)^2 = Q(\xi(\tau_\tau)).
\]

Applying Lemma 6.3, we deduce that \( \tau_\tau \in (0, 1) \) is the unique \( \tau_0 \) such that (6.4), and hence (1.11), hold.

### Computing \( \alpha^* \) in terms of \( \tau_\tau \):

With the knowledge of \( \theta_{\text{min}} \) in hand, via \( s_\tau(\theta_{\text{min}}) \), we now compute \( \alpha^* \) using Theorem 1.3.(i), which means that we need only to compute \( U_{4/3}(4/3, \theta_{\text{min}}) \).
Here we use the discussion in Section 5.1 and Proposition 6.2.(iv). Again, denote by \((\mathbf{y}, \mathbf{\eta})\) the optimal trajectory in \(\mathcal{A}(\alpha, \theta_{\min})\) associated with the costate variables \((\mathbf{p}, \mathbf{q})\). It follows from (5.5) and Proposition 6.2.(iv) that

\[
U_{4/3}(4/3, \theta_{\min}) = -H_a(\mathbf{y}(0), \mathbf{\eta}(0), \mathbf{p}(0), \mathbf{q}(0)) = -H_a(4/3, \theta_{\min}, A, 0) = 2A - \theta_{\min}A^2 - 1.
\]

Rearranging the second line in (6.7) yields, \(\theta_{\min} = \tau_\mathcal{U}/A + A^2(1-\tau_\mathcal{U})^2\). Using this on the right-hand side of the previous line we find,

\[
U_{4/3}(4/3, \theta_{\min}) = 2A - A^2 \left( \frac{\tau_\mathcal{U}}{A} + A^2(1-\tau_\mathcal{U})^2 \right) - 1 = A(2 - \tau_\mathcal{U}) - A^4(1-\tau_\mathcal{U})^2 - 1.
\]

Next, using the expression for \(A\) given by (6.8), we obtain,

\[
U_{4/3}(4/3, \theta_{\min}) + 1 = (2 - \tau_\mathcal{U}) \left( \frac{(1-\tau_\mathcal{U})^2(2 + \tau_\mathcal{U})}{2(1-\tau_\mathcal{U})^3} \right)^{\frac{1}{2}} - \left( \frac{(1-\tau_\mathcal{U})^2(2 + \tau_\mathcal{U})}{2(1-\tau_\mathcal{U})^3} \right)^{\frac{1}{2}} (1-\tau_\mathcal{U})^2
\]

\[
= (2 - \tau_\mathcal{U}) \left( \frac{(1-\tau_\mathcal{U})^2(2 + \tau_\mathcal{U})}{2(1-\tau_\mathcal{U})^3} \right)^{\frac{1}{2}} - \left( \frac{(1-\tau_\mathcal{U})^2(2 + \tau_\mathcal{U})}{2(1-\tau_\mathcal{U})^3} \right)^{\frac{1}{2}} (1-\tau_\mathcal{U})^2.
\]

Hence, using Theorem 1.3.(i), we see,

\[
\alpha^* = \frac{4}{3} \left( (2 - \tau_\mathcal{U}) \left( \frac{(1-\tau_\mathcal{U})^2(2 + \tau_\mathcal{U})}{2(1-\tau_\mathcal{U})^3} \right)^{\frac{1}{2}} - \left( \frac{(1-\tau_\mathcal{U})^2(2 + \tau_\mathcal{U})}{2(1-\tau_\mathcal{U})^3} \right)^{\frac{1}{2}} (1-\tau_\mathcal{U})^2 \right) ^{-\frac{1}{2}}.
\]

which, upon simplifying, is equivalent to (1.12). \(\square\)

7. Characterizing the optimal trajectories

Proposition 6.2 is proved piecemeal throughout the sequel. We do not make note immediately when any portion is proved. Instead, we compile the proof in the last Section 7.6

7.1. Uniqueness of minimizing trajectories – Lemma 6.1. We switch back to the original variables for the proof of this Lemma.

Proof of Lemma 6.1. First, we show that \(U_{\alpha}\) is convex. Define the function \(F(v, \theta) = v^2/(4\theta)\). It is jointly convex in \((v, \theta)\), as can be seen readily from its Hessian

\[
D^2 F(v, \theta) = \begin{pmatrix}
\frac{v}{2\theta^2} & -\frac{v^2}{2\theta^3} \\
-\frac{v}{2\theta^2} & \frac{v^2}{2\theta^3}
\end{pmatrix}.
\]

Fix \((x_0, \theta_0), (x_1, \theta_1) \in [\alpha, \infty) \times (0, \infty)\), and two optimal trajectories \((x_0, \theta_0) \in \mathcal{A}(x_0, \theta_0)\) and \((x_1, \theta_1) \in \mathcal{A}(x_1, \theta_1)\) respectively. Let \(\lambda \in (0, 1)\). According to Lemma 3.3, we have

\[
x_0(t) \geq \alpha t^{3/2}, \quad \text{and} \quad x_1(t) \geq \alpha t^{3/2},
\]

(7.1)
and hence \((1 - \lambda)\mathbf{x}_0(t) + \lambda\mathbf{x}_1(t) \geq \alpha t^{3/2}\) for all \(t \in (0, 1)\). It is clear that \((1 - \lambda)\mathbf{x}_0 + \lambda\mathbf{x}_1 \in \mathcal{A}((1 - \lambda)x_0 + \lambda x_1, \theta)\). Thus, recalling the definitions of \(U_\alpha\) and \(L_\alpha\), we find

\[
U_\alpha((1 - \lambda)x_0 + \lambda x_1, (1 - \lambda)\theta_0 + \lambda\theta_1)
\]  
\[
\leq \int_0^1 L_\alpha(t, (1 - \lambda)x_0 + \lambda x_1, (1 - \lambda)\theta_0 + \lambda\theta_1, (1 - \lambda)\dot{x}_0 + \lambda\dot{x}_1, (1 - \lambda)\dot{\theta}_0 + \lambda\dot{\theta}_1)dt
\]  
\[
\leq \int_0^1 \left( (1 - \lambda)F(\dot{x}_0, \theta_0) + \lambda F(\dot{x}_1, \theta_1) + (1 - \lambda)\frac{|\dot{\theta}_0|^2}{4} + \lambda \frac{|\dot{\theta}_1|^2}{4} \right)dt - 1
\]  
\[
= (1 - \lambda)\int_0^1 \left( F(\dot{x}_0, \theta_0) + \frac{|\dot{\theta}_0|^2}{4} - 1 \right)dt + \lambda \int_0^1 \left( F(\dot{x}_1, \theta_1) + \frac{|\dot{\theta}_1|^2}{4} - 1 \right)dt
\]  
\[
= (1 - \lambda)\int_0^1 L_\alpha(t, x_0, \theta_0, \dot{x}_0, \dot{\theta}_0)dt + \lambda \int_0^1 L_\alpha(x_1, \theta_1, \dot{x}_1, \dot{\theta}_1)dt
\]  
\[
= (1 - \lambda)U_\alpha(x_0, \theta_0) + \lambda U_\alpha(x_1, \theta_1).
\]  
(7.2)

In the second-to-last line, we have again used (7.1) and the definitions of \(L_\alpha\) and \(U_\alpha\). In the last line, we used that \(x_0\) and \(x_1\) are minimizing. Thus, \(U_\alpha\) is convex.

Now, suppose that \((x_0, \theta_0)\) and \((x_1, \theta_1)\) have the same endpoint \((x, \theta)\). Then, the series of inequalities in (7.2) are all equalities because they coincide on each side. By the strict convexity of quadratic functions, it must be that \(\dot{\theta}_0 = \dot{\theta}_1\), and thus \(\theta_0 = \theta_1\). Since \(F\) is strictly convex in the \(v\) variable, we also have \(\dot{x}_0 = \dot{x}_1\). We conclude that \((x_0, \theta_0) = (x_1, \theta_1)\). Hence, optimal trajectories are unique.

The strict convexity of \(U_\alpha\) follows immediately from a similar argument. As such, we omit it. □

7.2. Trajectories have at most one interval of free motion. We refer to each portion of the trajectory not intersecting the line \(\{y = \alpha\}\) as “free motion.” A preliminary observation is that free motion for all time is not permitted.

**Lemma 7.1.** Suppose \(\theta \in \mathbb{R}_+^*\) and \((y, \eta) \in \mathcal{M}(\alpha, \theta)\) is the optimal trajectory for \(U_\alpha(\alpha, \theta)\). Then there exists a negative time \(s_0 \in \mathbb{R}_-^*\) such that \(y(s_0) = \alpha\).

**Proof.** We proceed by contradiction. Suppose that \(y(s) > \alpha\) for all \(s < 0\). By (5.7), we have, as \(s \to -\infty\),

\[
y(s) = e^{-3s/2}(\alpha - 2\theta A + 2BA + \frac{2}{3}A^3) + e^{-s/2}2BA - 2A^3 + O(e^{s/2})
\]

\[
\eta(s) = e^{-s}(\theta - 2B - A^2) + O(1).
\]

The growth conditions in the definition (4.7) of \(\mathcal{M}(\alpha, \theta)\) imply,

\[
\alpha = 2\theta A - 2BA - \frac{2}{3}A^3, \quad \text{and} \quad \theta = 2B + A^2.
\]

Returning to (7.3), these conditions imply the strong asymptotic behavior \(y(s) = O(e^{s/2})\) to \(0\), as \(s \to -\infty\). This obviously violates the hypothesis that \(y(s) > \alpha\) for all \(s\). □

We now investigate the dynamics of a trajectory as it comes into contact with the line. If \(s_0 < 0\) is a contact time, we expect that \(y(s_0) = 0\), since \(y(s_0) = \alpha\) is a local minimum. To obtain this, we need to establish sufficient regularity of the optimal trajectories. From (5.6), this allows us to define \(p(s_0) = \overline{\eta}/\eta(s_0)\) in a continuous way. Regularity is the purpose of the next statement.

**Lemma 7.2** (Continuity of \(\dot{y}\)). Let the assumptions of Lemma 7.1 hold. Then \(y \in C^{1,1/2}_c(\mathbb{R}, 0)\). In particular, if \(s_0 \in (-\infty, 0)\) is such that \(y(s_0) = \alpha\), then \(\dot{y}(s_0) = 0\) and \(p(s_0) = \overline{\eta}/\eta(s_0)\).
The proof relies on a preliminary Lipschitz bound on $\eta$. We state and prove this now, and then continue with the proof of Lemma 7.2.

**Lemma 7.3** (Lipschitz bounds on $\eta$). Under the assumptions of Lemma 7.1, $\eta \in W^{1,\infty}_{\text{loc}}(-\infty, 0)$. In addition, $q$ is a continuous function.

**Proof.** We begin by smoothing the Lagrangian, in order to use classical theory. For any $\epsilon > 0$, let
\[ \chi_\epsilon(y) = \frac{1}{\epsilon} (y - \alpha)^2. \]
It is non-negative, convex, twice differentiable, and it takes value 0 if $y \geq \alpha$. Then define
\[ L^\epsilon(\eta, v_y, v_\eta) = \frac{1}{4\eta} \left( v_y + \frac{3}{2} y \right)^2 + \frac{1}{4} (v_\eta + \eta)^2 - 1 + \chi_\epsilon. \]
The Lagrangian $L^\epsilon$ approximates $L_{\alpha, +\infty}$ with the state constraint condition that trajectories must lie on the set $\{ y \geq \alpha \}$. By standard arguments, any sequence of minimizing trajectories $(y^\epsilon, \eta^\epsilon)$ associated to $L^\epsilon$ with endpoint $(\alpha, \theta)$ converges to the minimizing trajectory $(y, \eta)$ associated to $L_{\alpha}$.

Since $L^\epsilon$ is smooth, we use (5.6) to write the Hamiltonian system for $(y^\epsilon, \eta^\epsilon, p^\epsilon, q^\epsilon)$:
\[
\begin{cases}
\dot{y}^\epsilon = -\frac{3}{2} y^\epsilon + 2\eta^\epsilon p^\epsilon, & \dot{p}^\epsilon = \frac{1}{2} p^\epsilon + \chi_\epsilon'(y^\epsilon), \\
\dot{\eta}^\epsilon = -\eta^\epsilon + 2q^\epsilon, & \dot{q}^\epsilon = -|p^\epsilon|^2.
\end{cases}
\]
Since $\chi_\epsilon$ is regular, each of the quantities above is well-defined. Further, we obtain
\[ \ddot{\eta}^\epsilon + \dot{\eta}^\epsilon = 2q^\epsilon. \]
First we show that $q^\epsilon \in W^{1,1}_{\text{loc}}(\mathbb{R}^+) \cdot$ with bounds in this space independent of $\epsilon$. From (7.4), we get
\[ p^\epsilon = \frac{1}{2\eta^\epsilon} \left( \dot{y}^\epsilon + \frac{3}{2} y^\epsilon \right). \]
From the formula of $L^\epsilon$, it follows that $e^{s/2}(\eta^\epsilon)^{-1/2}p^\epsilon$ is bounded in $L^2$ uniformly in $\epsilon$. An argument similar to the one in the proof of Lemma 5.4 shows that $\dot{\eta}^\epsilon \leq 0$ and, hence, $\eta^\epsilon(s) \geq \theta$ for all $s$. In fact, this is easier to prove since (7.4) is a smooth Hamiltonian system. From the above, we conclude that $p^\epsilon$ is uniformly bounded in $L^2_{\text{loc}}$. This, in turn, implies that $q^\epsilon$ is uniformly bounded in $L^2_{\text{loc}}$. We note that, after passing to the limit $\epsilon \to 0$, this implies the continuity of $q$, as desired.

It follows from (7.4) that $\partial_s (e^s \dot{\eta}^\epsilon)$ is bounded uniformly in $W^{1,1}_{\text{loc}}$. The Sobolev embedding theorem allows us to conclude the argument since then $e^s \dot{\eta}^\epsilon$ is bounded uniformly in $L^\infty_{\text{loc}}$. Passing to the limit, we get the locally Lipschitz bound on $\eta$. \hfill $\square$

With the local $L^\infty$ bound on $\dot{\eta}$ from Lemma 7.3, we are ready to tackle the continuity of $\dot{y}$.

**Proof of Lemma 7.2.** We follow the same lines as in the previous proof. However, we differentiate the first equation in (7.4) so as to get:
\[
\dot{y}^\epsilon = -\frac{3}{2} y^\epsilon + 2\eta^\epsilon p^\epsilon + 2\eta^\epsilon \dot{p}^\epsilon = -\frac{3}{2} \left( -\frac{3}{2} y^\epsilon + 2\eta^\epsilon p^\epsilon \right) + 2 (-\eta^\epsilon + 2q^\epsilon) p^\epsilon + 2\eta^\epsilon \left( \frac{1}{2} p^\epsilon + \chi_\epsilon'(y^\epsilon) \right).
\]
All terms on the right hand side are bounded except the last one. To handle it, we multiply by $|\dot{y}^\epsilon|^2/\eta^\epsilon$ on both sides to get
\[
\frac{|\dot{y}^\epsilon|^2}{\eta^\epsilon} = \mathcal{R} \frac{\dot{y}^\epsilon}{\eta^\epsilon} + 2\chi_\epsilon'(y^\epsilon)\dot{y}^\epsilon,
\]
where \( f \) is uniformly bounded in \( L^2_{\text{loc}}(\mathbb{R}^+) \). As noted above, \( \eta \) is non-increasing. Therefore, dividing by \( \eta \) on a compact sub-interval of \( \mathbb{R}^+ \) is not an issue. To conclude, let multiply by a given test function \( 2 \in H^1(\mathbb{R}) \), and integrate by parts:

\[
\int_{-\infty}^{0} \frac{|\dot{y}|^2}{\eta} \phi \, ds = \int_{-\infty}^{0} f \frac{\ddot{y}}{\eta} \phi \, ds + 2 \int_{-\infty}^{0} \chi_s'(y') \ddot{y} \phi \, ds \\
\leq \left( \int_{-\infty}^{0} (f^2 \eta') \phi \, ds \right)^{1/2} \left( \int_{-\infty}^{0} \frac{|\dot{y}|^2}{\eta} \phi \, ds \right)^{1/2} - 2 \int_{-\infty}^{0} \frac{d}{ds} (\chi_s'(y')) \ddot{y} \phi \, ds \\
\leq \left( \int_{-\infty}^{0} (f^2 \eta') \phi \, ds \right)^{1/2} \left( \int_{-\infty}^{0} \frac{|\dot{y}|^2}{\eta} \phi \, ds \right)^{1/2} \\
- 2 \int_{-\infty}^{0} \chi_s''(y') |\dot{y}|^2 \phi \, ds - 2 \int_{-\infty}^{0} \frac{d}{ds} (\chi_s(y')) \ddot{y} \phi \, ds \\
\leq \left( \int_{-\infty}^{0} (f^2 \eta') \phi \, ds \right)^{1/2} \left( \int_{-\infty}^{0} \frac{|\dot{y}|^2}{\eta} \phi \, ds \right)^{1/2} + 2 \int_{-\infty}^{0} \chi_s(y') \dddot{y} \phi \, ds.
\]

We conclude by noticing that \( \int_{-\infty}^{0} \chi_s(y') \dddot{y} \phi \, ds \) is bounded uniformly in \( \epsilon \) as it appears in integral form in the variational problem associated with \( \mathcal{L}_{\alpha}^\epsilon \). As a result, \( \dddot{y} \) is in \( L^2_{\text{loc}}(\mathbb{R}^+) \). We now show that situations as in Figure 8 cannot occur. This is the last step in proving the preliminary heuristic statement that optimal trajectories must look like those in Figure 2: they stick to the line \( \{ y = \alpha \} \) until a critical time \( s_0 \in (0, 1] \), when they possibly detach to make an excursion in \( \{ y > \alpha \} \) (if \( s_0 < 0 \)) until reaching the endpoint \((x, \theta)\).

---

**Figure 8.** Sketch of a right D-turn between two negative times. This trajectory cannot be optimal.
Lemma 7.4 (The only D-turn occurs at \( s = 0 \)). Assume that the conditions of Lemma 7.1 hold. Let \( \theta \in \mathbb{R}_+^* \) and \( (\mathbf{y}, \mathbf{\eta}) \) be an admissible trajectory such that \( \mathbf{y}(s) > \alpha \) for all \( s \in (s_1, s_0) \) with \( s_1 < s_0 < 0 \) and \( \mathbf{y}(s_0) = \mathbf{y}(s_1) = \alpha \). Then \( (\mathbf{y}, \mathbf{\eta}) \) cannot be an optimal trajectory.

Proof. We argue by contradiction. Since \( \mathbf{y}(s) > \alpha \) for all \( s \in (s_1, s_0) \), it follows that \( (\mathbf{y}, \mathbf{\eta}) \) satisfies (5.7); however, it remains to determine the matching conditions for \( p \). The fact that \( s_1, s_0 < 0 \) enables us to use Lemma 7.2 to get that \( \mathbf{y}(s_0) = \mathbf{y}(s_1) = 0 \) and

\[
\lim_{s \to s_0} p(s) = \frac{\pi}{\mathbf{\eta}(s_0)} \quad \text{and} \quad \lim_{s \to s_1} p(s) = \frac{\pi}{\mathbf{\eta}(s_1)}.
\]

Let us introduce \( \theta_0 = \mathbf{\eta}(s_0) \). Up to a translation in time, we may assume that \( s_0 = 0 \) and accordingly, \( \mathbf{y}(0) = 0 \) and \( p(0) = \pi/\theta_0 \).

We shall obtain a contradiction by considering the local convexity of the trajectory \( \mathbf{y} \) as it comes in contact with the line. During free motion, \( \mathbf{y} \) is smooth. Since \( \mathbf{y}(0) = \alpha \) is a local minimum and \( \mathbf{y}(0) = 0 \), it must be that

\[
\lim_{s \to 0^+} \mathbf{y}(s) \geq 0.
\]

We note that we may not conclude that \( \mathbf{y}(0) \geq 0 \) since we have not established the global \( C^2 \) regularity of \( \mathbf{y} \). The weaker claim (7.6) does not require this extra smoothness and is sufficient for our purposes. We now use (5.6) on the free portion, \( s \in (s_1, 0) \), to collect some identities that we use to contradict (7.6).

We introduce \( \tau_1 = e^{s_1/2} \), the square root of the contact time in the original variables. Then, using (5.7) along with (7.5), we see that

\[
A = p(0) = \frac{\pi}{\theta_0} \quad \text{and} \quad A\tau_1 = Ae^{s_1/2} = p(s_1) = \frac{\pi}{\mathbf{\eta}(s_1)}.
\]

In particular, we have \( \theta_0 = \mathbf{\eta}(s_1)\tau_1 \). Looking at the \((\mathbf{y}, \mathbf{\eta})\) component of the trajectory (5.7) at \( s = s_1 \), we get

\[
\begin{align*}
\theta_0\tau_1 &= \tau_1^2\mathbf{\eta}(s_1) = \theta_0 - 2B(1 - \tau_1^2) - A^2(1 - \tau_1^2)^2, \\
\frac{4\pi}{3}\tau_1^3 &= \tau_1\mathbf{y}(s_1) = \frac{4\pi}{3} - 2\theta_0A(1 - \tau_1^2) + 2BA(1 - \tau_1^2)^2 + \frac{2}{3}A^3(1 - \tau_1^2)^3.
\end{align*}
\]

Solving for \( B \) and using the identity \( A = \pi/\theta_0 \) yields

\[
\frac{4\pi}{3}\tau_1^3 = \frac{4\pi}{3} - 2\frac{\pi}{\theta_0}(1 - \tau_1^2) + \frac{\pi}{\theta_0}(1 - \tau_1)(1 - \tau_1^2) - \frac{1}{3} \left( \frac{\pi}{\theta_0} \right)^3 (1 - \tau_1^2)^3.
\]

Collecting all terms that are linear in \( \pi \), the previous line becomes

\[
\frac{(\pi/\theta_0)^3}{3} (1 - \tau_1^2)^3 = \frac{\pi}{\theta_0}(1 - \tau_1^2).
\]

We now compute \( \limsup_{s \to 0} \mathbf{y}(s) \) explicitly, using the identities above and using the trajectories given by (5.6). Indeed, using (5.6) along with the fact that \( \mathbf{y}(0) = 0 \), we have

\[
\limsup_{s \to 0} \mathbf{y}(s) = \limsup_{s \to 0} \left( \frac{3}{2} \mathbf{y}(s) + 2(-\mathbf{\eta}(s) + 2\mathbf{q}(s))\mathbf{p}(s) + \mathbf{\eta}(s)\mathbf{p}(s) \right)
\]

\[
= 0 + 2(-\theta_0 + 2B)A + \theta_0A = (4B - \theta_0)A.
\]
From above we have $A = \pi/\theta_0$ and $B = (\theta_0(1 - \tau_1) - A^2(1 - \tau_1^2))/(2(1 - \tau_1^2))$. We use these identities, along with (7.8), to find

$$\limsup_{s \to 0} \bar{y}(s) = (4B - \theta_0)A = \left(4 \left(\theta_0 \frac{1 - \tau_1}{2(1 - \tau_1^2)} - \frac{1}{2} A^2(1 - \tau_1^2)\right) - \theta_0\right) \left(\frac{\pi}{\theta_0}\right)$$

$$= \left(\theta_0 \frac{2}{1 + \tau_1} - 2 \left(\frac{\pi}{\theta_0}\right)^2 (1 - \tau_1^2) - \theta_0 \frac{1 + \tau_1}{1 + \tau_1} \left(\frac{\pi}{\theta_0}\right)\right)$$

$$= \left(\theta_0 \frac{1 - \tau_1}{1 + \tau_1} - 2 \left(\frac{\pi}{\theta_0}\right)^2 (1 - \tau_1^2)\right) \left(\frac{\pi}{\theta_0}\right) = \left(\theta_0 \frac{1 - \tau_1}{1 + \tau_1} - 2\theta_0 \frac{(1 - \tau_1)^3}{(1 - \tau_1^2)^2}\right) \left(\frac{\pi}{\theta_0}\right)$$

$$= \left(\frac{1 - \tau_1}{1 + \tau_1} - 2(1 - \tau_1)\right) \frac{\pi}{(1 + \tau_1)^2} = \left(\frac{1 - \tau_1}{1 + \tau_1} - 2(1 - \tau_1)\right) \frac{\pi}{(1 + \tau_1)^2} = - \left(\frac{1 - \tau_1}{1 + \tau_1}\right)^2 \frac{\pi}{\theta_0}.$$

This contradicts (7.6) as $\tau_1 < 1$. This closes the proof of Lemma 7.4. □

### 7.3. The Airy function and related ones

The goal of this subsection is to construct the function $Q$ involved in Proposition 6.2 that plays a key role in establishing Theorem 1.3. Figure 9 provides an illustration of $Q$.

For that purpose, we need to collect some facts about the Airy function $\text{Ai}$, and introduce several auxiliary functions that are useful to prove monotonicity properties of $Q$. First, we recall that $\text{Ai}$ satisfies

$$\text{Ai}''(\xi) = \xi \text{Ai}(\xi).$$

We know the precise asymptotics of $\text{Ai}$ as $\xi \to \infty$. Indeed, from [1, Equations 10.4.59, 10.4.61],

$$\text{Ai}(\xi) = \frac{1}{2\pi^{1/4}\xi^{1/4}} \exp\left(-\frac{2}{3}\xi^{3/2}\right) \left(1 - \frac{15}{216} \left(\frac{2}{3}\xi^{3/2}\right)^{-1} + o_{\xi \to \infty} \left(\xi^{-3/2}\right)\right)$$

$$\text{Ai}'(\xi) = -\frac{\xi^{1/4}}{2\pi^{1/2}} \exp\left(-\frac{2}{3}\xi^{3/2}\right) \left(1 + \frac{21}{216} \left(\frac{2}{3}\xi^{3/2}\right)^{-1} + o_{\xi \to \infty} \left(\xi^{-3/2}\right)\right),$$

and, for $R$ defined by (1.8),

$$R(\xi) = \xi^{1/2} + \frac{1}{4} \xi^{-1} - \frac{5}{32} \xi^{-5/2} + \frac{15}{64} \xi^{-4} + o_{\xi \to \infty}(\xi^{-4}).$$

Recall that $\Xi_0$ is the largest zero of $\text{Ai}$. The asymptotics of $R$ near $\Xi_0$ are also known. In particular,

$$\lim_{\xi \to \Xi_0} R(\xi) = -\infty \quad \text{and} \quad \lim_{\xi \to \Xi_0} R'(\xi) = -\infty.$$

#### 7.3.1. The auxiliary function $E = R'$. Next we introduce one more function. For $\xi \in (\Xi_0, \infty)$, let

$$E(\xi) = R(\xi)^2 - \xi.$$

By the definition of $R$ in (1.8) and by (7.9), we have

$$R'(\xi) = -\frac{\text{Ai}(\xi) \text{Ai}''(\xi) - (\text{Ai}'(\xi))^2}{\text{Ai}(\xi)^2} = R(\xi)^2 - \xi = E(\xi).$$

We summarize further facts in the next lemma.

**Lemma 7.5.** We have,

$$\lim_{\xi \to \Xi_0} E(\xi) = +\infty \quad \text{and} \quad E(\xi) = \frac{1}{2} \xi^{-1/2} + O(\xi^{-2}), \quad \text{as} \ \xi \to +\infty.$$
For $\xi > \Xi_0$, we have,

\begin{align}
\tag{7.13}
\mathcal{E}'(\xi) &= 2\mathcal{R}(\xi)\mathcal{E}(\xi) - 1, \\
\tag{7.14}
\mathcal{E}''(\xi) &= 2\mathcal{E}(\xi)^2 + 2\mathcal{R}(\xi)\mathcal{E}'(\xi).
\end{align}

Finally, for all $\xi \in (\Xi_0, \infty)$, we have $\mathcal{E}'(\xi) < 0$ and $\mathcal{E}(\xi) > 0$.

**Proof.** The behavior at $\infty$ claimed in (7.12) follows from the asymptotics in (7.10). Equation (7.13) follows from the definition of $\mathcal{E}$ and (7.11). Finally, (7.14) is obtained by differentiating (7.13) and again using (7.11).

Next, we prove that $\mathcal{E}'(\xi) < 0$ for all $\xi$. For the sake of contradiction, suppose that there is a critical point, $\xi_0$, of $\mathcal{E}$. Then, by (7.14), we have

$$
\mathcal{E}''(\xi_0) = 2\mathcal{E}(\xi_0)^2.
$$

In addition, (7.13) informs us that $\mathcal{E}(\xi_0) \neq 0$. Therefore, $\xi_0$ is a strict local minimum.

The limiting behavior of $\mathcal{E}$ at $\infty$ implies that there is also a strict local maximum $\xi_M \in (\xi_0, \infty)$. On the other hand, the argument that showed that $\xi_0$ is a strict local minimum applies to $\xi_M$ as well. We conclude that $\xi_M$ is both a strict local maximum and a strict local minimum, which is a contradiction. Hence, there is no critical point, and we have $\mathcal{E}' < 0$, and $\mathcal{E} > 0$. \(\square\)

### 7.3.2. The auxiliary function $\mathcal{F}$.

**Lemma 7.6.** For $\xi > \Xi_0$, define $\mathcal{F}$ via

\begin{equation}
\mathcal{F}(\xi) = \mathcal{E}(\xi)^2 + 2\mathcal{R}(\xi)^2\mathcal{E}(\xi) - \mathcal{R}(\xi).
\end{equation}

We have $\mathcal{F}(\xi) > 0$ for all $\xi$.

**Proof.** To begin, we notice that $\mathcal{F}(\xi) \to \infty$ as $\xi \searrow \Xi_0$. Next, we understand the behavior of $\mathcal{F}(\xi)$ as $\xi \to \infty$. Using (7.10) and the definition of $\mathcal{E}$, we have, as $\xi \to \infty$,

$$
\mathcal{E}(\xi) = \frac{1}{2} \xi^{-1/2} - \frac{1}{4} \xi^{-2} + \frac{25}{64} \xi^{-7/2} + o_{\xi \to \infty}(\xi^{-7/2}), \quad \text{and} \quad \mathcal{E}(\xi)^2 = \frac{1}{4} \xi^{-1} - \frac{1}{4} \xi^{-5/2} + o_{\xi \to \infty}(\xi^{-5/2}).
$$

Using the relationship $\mathcal{R}^2(\xi) = \mathcal{E}(\xi) + \xi$ in the second term of (7.15) gives $\mathcal{F}(\xi) = 3\mathcal{E}(\xi)^2 + 2\xi\mathcal{E}(\xi) - \mathcal{R}(\xi)$. Then a straightforward computation yields,

$$
\mathcal{F}(\xi) = \frac{3}{16} \xi^{-5/2} + o_{\xi \to \infty}(\xi^{-5/2}).
$$

Hence, $\mathcal{F}(\xi)$ is positive for all sufficiently large $\xi$.

We argue by contradiction to prove that $\mathcal{F}(\xi) > 0$ everywhere. Suppose that $\mathcal{F}$ hits zero at $\xi_1 > \Xi_0$. Since $\mathcal{F}(\xi) > 0$ when $\xi \searrow \Xi_0$ or $\xi \gg 1$, then there exists $\xi_0 \geq \xi_1$ such that $\mathcal{F}(\xi_0) = 0$ and $\mathcal{F}'(\xi_0) \geq 0$. Evaluating (7.15) at $\xi_0$ yields that

\begin{equation}
\tag{7.16}
\mathcal{E}(\xi_0)^2 = \mathcal{R}(\xi_0) - 2\mathcal{R}(\xi_0)^2\mathcal{E}(\xi_0).
\end{equation}

The derivative of $\mathcal{F}$ (7.15) can be calculated using the relations (7.11) and (7.13):

$$
\mathcal{F}'(\xi) = 2\mathcal{E}(\xi)(2\mathcal{R}(\xi)\mathcal{E}(\xi) - 1) + 4\mathcal{R}(\xi)\mathcal{E}(\xi)^2 + 2\mathcal{R}(\xi)^2(2\mathcal{R}(\xi)\mathcal{E}(\xi) - 1) - \mathcal{E}(\xi)
= 8\mathcal{R}(\xi)\mathcal{E}(\xi)^2 + 4\mathcal{R}(\xi)^3\mathcal{E}(\xi) - 2\mathcal{R}(\xi)^2 - 3\mathcal{E}(\xi).
$$

Evaluating at $\xi_0$, we can simplify further using (7.16):

$$
\mathcal{F}'(\xi_0) = 8\mathcal{R}(\xi_0)\mathcal{E}(\xi_0)^2 + 2\mathcal{R}(\xi_0)(\mathcal{R}(\xi_0) - \mathcal{E}(\xi_0)^2) - 2\mathcal{R}(\xi_0)^2 - 3\mathcal{E}(\xi_0)
= 3\mathcal{E}(\xi_0)(2\mathcal{R}(\xi_0)\mathcal{E}(\xi_0) - 1) = 3\mathcal{E}(\xi_0)\mathcal{E}'(\xi_0) < 0.
$$

This is a contradiction. \(\square\)
Now, recall the following relationships previously established:
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Lemma 7.7.

7.3.3. Definition and properties of Q. We are now ready to introduce Q.

Lemma 7.7. (i) For each θ > 0, there is a unique solution of q = R(q^2 − θ^{-1}) such that q^2 − θ^{-1} > Ξ_0. We define the function Q(θ) as the root of this equation. Alternatively speaking, Q(θ) is defined via the following implicit relationship,

(7.17) 

Q(θ) = R(Q(θ)^2 − θ^{-1}).

(ii) The function θ → Q(θ)/θ is strictly increasing, continuously differentiable, and it converges to 1/2 as θ → +∞.

Proof. We begin with the proof of (i). First, from Lemma 7.5, E(ξ) = R(ξ)^2 − ξ is a bijective function from (Ξ_0, ∞) to (0, ∞). Therefore, for each θ, there is a unique ξ_0 ∈ (Ξ_0, ∞) such that R(ξ_0)^2 − ξ_0 = θ^{-1}.

If R(ξ_0) ≥ 0, we let q_0 = (ξ_0 + θ^{-1})^{1/2}. It is clear that q_0 is a root of q = R(q^2 − θ^{-1}). In order to see that q_0 is unique, suppose that q_1 = R(q_1^2 − θ^{-1}) and q_1^2 − θ^{-1} > Ξ_0. Then, letting ξ_1 = q_1^2 − θ^{-1}, we find R(ξ_1)^2 − ξ_1 = θ^{-1}. The fact that R(ξ)^2 − ξ is bijective implies that ξ_1 = ξ_0. It then follows that q_1 = R(ξ_1) = R(ξ_0) = q_0. If, on the other hand, R(ξ_0) < 0, then the proof is similar, after choosing q_0 = −√(ξ_0 + θ^{-1}).

We now present the proof of (ii). The fact that Q is differentiable is a simple result of the implicit function theorem and Lemma 7.5, in which we prove that 2R + R’ = 2RE < 1 everywhere.

We now establish that θ → Q(θ)/θ is strictly increasing. It is equivalent to the positivity of θQ’(θ) − Q(θ). Letting ξ_0 = Q(θ)^2 − θ^{-1} and differentiating (7.17) yields,

Q’(θ) = R’(ξ_0) \left( 2Q(θ)Q’(θ) + \frac{1}{θ^2} \right),

which, upon rearranging becomes,

θQ’(θ) = \frac{R’(ξ_0)}{θ(1 − 2Q(θ)R’(ξ_0))}.

Now, recall the following relationships previously established:

Q(θ) = R(ξ_0), \; \frac{1}{θ} = Q(θ)^2 − ξ_0 = R(ξ_0)^2 − ξ_0 = E(ξ_0), \; \text{and} \; R’(ξ_0) = E(ξ_0).

Figure 9. Sketch of Q. Notice that both Q and Q(θ)/θ are increasing in θ.
Using these, we find,
\[ \theta Q'(\theta) - Q(\theta) > 0 \quad \text{if and only if} \quad \frac{E(\xi_0)^2}{1 - 2R(\xi_0)E(\xi_0)} - R(\xi_0) > 0. \]
Recall, from Lemma 7.5 and (7.13), that \( 0 > E'(\xi) = 2R(\xi)E(\xi) - 1 \) holds for all \( \xi \in (\Xi_0, \infty) \). Thus, together with the definition of \( F \) in (7.15) we find the equivalence,
\[ \theta Q'(\theta) - Q(\theta) > 0 \quad \text{if and only if} \quad F(\xi_0) > 0. \]
The result follows from Lemma 7.6.

Finally, we need to check that \( Q(\theta)/\theta \) converges to \( 1/2 \) as \( \theta \to +\infty \). First, we establish
(7.18) \( Q(\theta) > 0 \) for \( \theta \) large enough.

We recall that \( \lambda_1 \) has a largest zero, which we denote \( \Xi_1 \) (\( \Xi_1 \approx -1.02 \)), such that \( \Xi_0 < \Xi_1 < 0 \). We have \( R(\xi) > 0 \) for \( \xi > \Xi_1 \). Therefore, for \( \theta > |\Xi_1|^{-1} \), we have \( q^2 - \theta^{-1} > \Xi_1 \), and hence \( R(q^2 - \theta^{-1}) > 0 \) for all \( q \). Recalling the definition of \( Q \) concludes the proof of (7.18).

Since \( Q(\theta)/\theta \) is increasing, it follows that \( Q(\theta) \) tends to infinity with \( \theta \). We are then justified in using the asymptotic expansion (7.10) in (7.17):
\[ Q(\theta) = \left( Q(\theta)^2 - \frac{1}{\theta} \right)^{1/2} + \frac{1}{4} \left( Q(\theta)^2 - \frac{1}{\theta} \right)^{-1} + o_{\theta \to \infty} \left( Q(\theta)^2 - \frac{1}{\theta} \right)^{-1}. \]
Dividing by \( \theta \) and expanding the first and second terms on the right hand side, we see that
\[ \frac{Q(\theta)}{\theta} = Q(\theta) \left( 1 - \frac{1}{2\theta Q(\theta)^2} + o_{\theta \to \infty} \left( \frac{1}{\theta^2 Q(\theta)^4} \right) \right) + \frac{1}{4} \frac{1}{\theta Q(\theta)^2} + o_{\theta \to \infty} \left( \frac{1}{\theta Q(\theta)^2} \right). \]
Since \( Q(\theta) \to +\infty \) as \( \theta \to +\infty \), it follows that
\[ 0 = -\frac{1}{2\theta^2 Q(\theta)} + \frac{1}{4\theta Q(\theta)^2} + o_{\theta \to \infty} \left( \frac{1}{\theta Q(\theta)^2} \right), \]
from which we obtain, after multiplying this by \( 2\theta Q(\theta)^2 \),
\[ \frac{Q(\theta)}{\theta} = \frac{1}{2} + o_{\theta \to \infty}(1), \]
which concludes the proof.

We next prove Lemma 6.3, which crucially relies on the monotonicity of \( Q(\theta)/\theta \).

**Proof of Lemma 6.3.** We recall that, according to Lemma 7.7.(ii), \( Q(\theta) = R(Q(\theta)^2 - \theta^{-1}) \). The equivalence of (6.3) and (6.4) follows directly from this after taking \( \theta = \xi(\tau) \) as long as \( V(\tau)^4 - \xi^{-1}(\tau) > \Xi_0 \).

Next, elementary calculations yield
\[ \xi(\tau) = \left( 1 + \frac{1}{\tau} \right) \left( 1 - \frac{2}{\tau} \right)^{1/2}, \]
and, hence, \( \xi \) is strictly decreasing in \( \tau \).

We now claim that \( V(\tau)^2/\xi(\tau) \) is strictly increasing in \( \tau \). Indeed, a short computation implies
\[ \frac{V(\tau)^2}{\xi(\tau)} = \frac{\tau(1 + \tau/2)}{(1 + \tau)^2} = \frac{1}{2} \left( 1 - \frac{1}{(1 + \tau)^2} \right). \]
This, combined with the fact that \( \xi \) is strictly decreasing, and Lemma 7.7.(ii) implies that \( Q(\xi(\tau))/\xi(\tau) - V(\tau)^2/\xi(\tau) \) is strictly decreasing in \( \tau \). This implies that there is at most one \( \tau \) such that (6.3) holds. See Figure 6. \( \square \)
7.4. The dynamics on the line. With Lemma 7.4 at hand, we know that trajectories make at most one excursion to the right of the line \( \{ y = \alpha \} \). In the sequel, we show that this excursion occurs if and only if the endpoint \( (\alpha, \theta) \) is such that \( \theta \in (0, \theta^*) \), where we refer to the threshold \( \theta^* \) given in (6.1), which, according to Lemma 7.7, is uniquely defined. One key step to understanding this is the dynamics on the line. It should be noted, however, that the results in this section are used for more than this one consequence.

In order to prepare the computation of the trajectory off the line (Section 7.5), two constants of integration are needed: \( A \) and \( B \), see e.g. (5.7). In the sequel, we gather enough additional equations at the junction with the line in order to resolve the problem. The cornerstone is the relation between \( q(s_{r}) \) and \( \eta(s_{r}) \), which is established in Lemma 7.9 below. This enables us to bring the condition at \( s = -\infty \) in the definition of \( \mathcal{A}(\alpha, \theta) \) in (4.7) down to a condition at the contact time \( s = s_{r} \). Note that the latter is well defined by Lemma 7.1 and Lemma 7.4:

**Definition 7.8** (Contact time). Suppose \( \theta > 0 \), and let \( (y, \eta) \in \mathcal{A}(\alpha, \theta) \) be the optimal trajectory. There exists a unique \( s_{r} = s_{r}(\theta) \leq 0 \) such that \( y(s) = \alpha \) if and only if \( s \leq s_{r} \).

**Lemma 7.9.** Suppose \( \theta > 0 \), and let \( (y, \eta) \in \mathcal{A}(\alpha, \theta) \) be the optimal trajectory. Let \( s_{r} \in \mathbb{R}_{-} \) be the contact time. Then \( \eta_{r} \), defined by (5.10), satisfies, for \( s < s_{r} \),

\[
(7.9) \quad \eta(s) = \eta_{r}(\eta(s))
\]

Proof. In this proof, we assume that \( \pi = 1 \) without loss of generality. The appropriate relationship (7.9) can be recovered afterwards from the scaling \( \eta(s) = \pi^{2/3} \eta_{r/3}(s) \), see Remark 6.4.

As above, we may also assume without loss of generality that \( s_{r} = 0 \) up to a time shift of the trajectory. First, we recall that \( (y, \eta) \in \mathcal{A}(\alpha, \theta) \) implies

\[
(7.19) \quad \lim_{s \to -\infty} e^{s} \eta(s) = 0.
\]

Second, due to Lemma 5.4, we recall that \( \eta \) is non-increasing. In view of (5.10), this implies \( \eta \geq 2q \).

The first conclusion we make from these two facts is that \( q \) and \( \eta \) both tend to infinity. Indeed, first suppose that \( \eta \) is bounded. Since \( \eta \) is monotonic, then there exists \( \eta_{\infty} \) such that \( \eta(s) \in (\theta, \eta_{\infty}) \) for all \( s < 0 \). It follows that \( \eta_{r}(s) \) remains bounded from above as well. From (5.10), we find

\[
\eta(s) = \eta_{r}(\eta(s)) + \int_{s}^{0} \frac{1}{\eta(s')^{2}} ds' \geq \eta_{r}(0) + \int_{s}^{0} \frac{1}{\eta_{\infty}^{2}} ds'.
\]

After taking \( s \to -\infty \), we see that \( \eta_{r}(s) \to \eta_{\infty} \), which contradicts the boundedness of \( \eta \).

Similarly, if \( q \) is bounded, there exists \( q_{\infty} \) such that \( \eta_{r}(s) \leq q_{\infty} \) for \( s < 0 \). Since \( \eta \) tends to infinity, choose \( S > 0 \) large enough that \( \eta(-S) > 2q_{\infty} \). Then, using this as well as (5.10), we obtain, for \( s < 0 \),

\[
\eta(s - S)e^{s - S} = \eta(-S)e^{-S} - \int_{s-S}^{0} \frac{1}{\eta(s')^{2}} ds' = \eta(-S)e^{-S} - \int_{s-S}^{0} 2q(s')e^{s'} ds'.
\]

By taking the asymptotic limit, we find:

\[
\lim_{s \to -\infty} e^{s} \eta(s - S) \geq (\eta(-S) - 2q_{\infty})e^{-S} > 0,
\]

where the second inequality follows from our choice of \( S \). However, this is impossible due to (7.20). Thus, \( q \) cannot be uniformly bounded.

In addition, the first equation in (5.10) implies that \( q \) is monotonic. We conclude that the following limits hold true.

\[
(7.21) \quad \lim_{s \to -\infty} \eta(s) = \lim_{s \to -\infty} q(s) = +\infty.
\]
Now, consider the combination of \( \eta \) and \( q \) given by

\[
(7.22) \quad \xi(s) = q(s)^2 - \frac{1}{\eta(s)}.
\]

It follows from (5.10) that \( \dot{\xi} = -1/\eta \). Let \( \phi(s) = R(\xi(s)) - q(s) \). First notice that, using (7.22), along with (7.10), it follows that \( \phi(s) \to 0 \) as \( s \to -\infty \). Second, we find,

\[
\frac{d}{ds} R(\xi(s)) = R'(\xi) \dot{\xi} = - (R(\xi)^2 - \xi) \frac{1}{\eta} = -\frac{R(\xi)^2}{\eta} + \frac{q^2}{\eta} - \frac{1}{\eta^2},
\]

where we have used (7.11) to obtain the second equality. Thus, we obtain,

\[
\dot{\phi} = -\left( \frac{R(\xi)^2 - q^2}{\eta} \right) = -\phi \left( \frac{R(\xi) + q}{\eta} \right).
\]

For any \( s < 0 \), integrating this from \( s \) to \( 0 \) yields the identity

\[
(7.23) \quad \phi(s) = \phi(0) \exp \left( \int_s^0 \left( \frac{R(\xi(s')) + q(s')}{\eta(s')} \right) ds' \right).
\]

The definition of \( \xi \) in (7.22) and (7.21) imply that \( \lim_{s \to -\infty} \xi(s) = +\infty \). This, together with the asymptotics for \( R \) in (7.10), and (7.21), imply that \( \tau^{2/3} R(\xi(s')) + \xi(s') \) is positive for \( s' < S \) negative enough (it even tends to infinity). We deduce that

\[
(7.24) \quad \liminf_{s \to -\infty} \exp \left( \int_s^0 \left( \frac{R(\xi(s')) + q(s')}{\eta(s')} \right) ds' \right) \geq \exp \left( \int_s^0 \left( \frac{R(\xi(s')) + q(s')}{\eta(s')} \right) ds' \right) > 0.
\]

The fact that \( \phi(s) \to 0 \) as \( s \to -\infty \), along with (7.23) and (7.24), imply \( \phi(0) = 0 \). Using this information, with (7.23) again, shows that \( \phi(s) = 0 \) for all \( s < 0 \). Thus, according to the definition of \( \phi \), we have,

\[
q(s) = \frac{\dot{R}(\xi(s)) = R \left( q(s)^2 - \frac{1}{\eta(s)} \right)},
\]

which is equivalent to \( q(s) = Q(\eta(s)) \). This concludes the proof. \( \square \)

We conclude this section with a relatively precise description of the behavior as \( s \to -\infty \) (or, equivalently, \( t \to 0 \)).

**Lemma 7.10** (Anomalous behavior as \( s \to -\infty \)). The following asymptotics hold for optimal trajectories:

\[
\begin{align*}
\{ & y(s) = 0 \\
\eta(s) & \sim \frac{3}{2} \alpha^{2/3} |s|^{1/3} \quad \text{as } s \to -\infty.
\}
\end{align*}
\]

Note that (3.1), the anomalous scaling in the original variables, follows from Lemma 7.10.

**Proof.** We may assume \( \tau = 1 \) up to a scaling argument (6.5), as in the previous proof.

The first item is obvious by definition of \( s_* > -\infty \). The second one can be deduced from a combination of Lemma 7.9, (7.22), and (5.10). Indeed, we have the following asymptotics:

\[
\dot{q} = -\frac{1}{\eta^2} = - (q^2 - \xi)^2 = - (R(\xi)^2 - \xi)^2 = - \left( \frac{1}{2} \xi^{-1/2} + o_{s \to -\infty} \left( \xi^{-1/2} \right) \right)^2 \sim - \frac{1}{4q^2}.
\]

Hence, we see that

\[
q(s) \sim \left( \frac{3}{4} \right)^{1/3} |s|^{1/3} \quad \text{as } s \to -\infty.
\]
Similarly, we deduce that
\[ \eta(s) \sim 2 \left( \frac{3}{4} \right)^{1/3} |s|^{1/3} \quad \text{as } s \to -\infty. \]

### 7.5. The dynamics off the line

In this subsection, we fix \( \theta > 0 \) and the associated optimal trajectory \( (y, \eta) \in \mathcal{A}(\alpha, \theta) \). Recall (6.1), the definition of the threshold value \( \theta^o = 4q_\alpha(\theta^2) \).

The first step is to show that the contact time is non zero \( (s_1 < 0) \) if \( \theta < \theta^o \). Alternatively speaking, for endpoints below the threshold, the trajectory makes a free motion excursion in \( \{ y > \alpha \} \).

**Lemma 7.11.** There cannot exist \( s_1 < s_0 \leq 0 \) such that \( y(s) = \alpha \) and \( \eta(s) < \theta^o \) for all \( s \in (s_1, s_0) \).

**Proof.** We argue by contradiction. Suppose there exist such times \( s_1 < s_0 \). Then, we test the optimality \((y, \eta)\) against a perturbation \((y + \epsilon, \eta)\) compactly supported in \((s_1, s_0)\), and such that \( \epsilon \geq 0 \) in order to preserve the condition \( y + \epsilon \geq \alpha \). Then, by the optimality of the trajectory with respect to the Lagrangian (4.6),

\[ 0 \leq \int_{-\infty}^{0} \frac{1}{\eta(s)} \left( \dot{\eta}(s) + 3 \frac{\epsilon(s)}{2} \right) \epsilon^s ds. \]

Integration by parts yields

\[ 0 \leq \int_{-\infty}^{0} \left( \frac{\dot{\eta}(s)}{\eta(s)^2} + \frac{1}{2 \eta(s)} \right) \epsilon(s) e^s ds. \]

Since \( \epsilon \) is compactly supported in \((s_0, s_1)\) and since \((y, \eta)\) satisfies (5.6) on \((s_1, s_0)\), it follows that \( \eta + \epsilon = 2q \). Hence,

\[ 0 \leq \int_{-\infty}^{0} (4q(s) - \eta(s)) \frac{\epsilon(s)}{2 \eta(s)^2} e^s ds. \]

By the arbitrariness of \( \epsilon \geq 0 \), it follows that \( 4q(s) \geq \eta(s) \) for all \( s \in (s_0, s_1) \). However, using Lemma 7.9, this implies that \( 4Q_\alpha(\eta(s)) \geq \eta(s) \), which cannot hold if \( \eta(s) < \theta^o \) by the definition of \( \theta^o \) in (6.1) and the monotonicity established in Lemma 7.7. \( \square \)

We set some notation. Given \( \theta \geq 0 \), let \( \theta^*_v(\theta) = \eta(s_1(\theta)) \), where \((y, \eta)\) is the optimal trajectory associated to \((\alpha, \theta)\). We had used this notation already in the proof of Theorem 1.3.(ii).

We continue with a characterization of \( \theta^*_v \) at the contact time. We remark that the map \( \theta \mapsto \theta_v \), defined on the line \( \{ y = \alpha \} \), connects the two values \( \eta(0) \) and \( \eta(s_1) \) at the two extremities of the free excursion.

**Lemma 7.12.** The maps \( \theta \mapsto s_1(\theta) \) and \( \theta \mapsto \theta_v = \eta(s_1(\theta)) \) are continuous.

**Proof.** We begin with the continuity properties. Let \((\alpha, \theta_n) \to (\alpha, \theta)\) be a sequence of endpoints, with the associated sequence of optimal trajectories \((y_n, \eta_n)\). Examining the proof of Lemma 7.3 we find a locally uniform \( H^1_{\mathcal{B}} \) bound on both \((y_n)\) and \((\eta_n)\). By a diagonal extraction argument, we can extract a subsequence such that \((y_{n_k}, \eta_{n_k})\) converges to some trajectory \((y, \eta)\) weakly in \( H^1_{\mathcal{B}} \). Fatou’s lemma and the lower semi-continuity of \( \mathcal{L}_\alpha \) enables us to conclude, as in the proof of Lemma 3.1, that

\[ \int_{-\infty}^{0} \mathcal{L}_\alpha(y, \eta, \dot{y}, \dot{\eta}) e^s ds \leq \liminf_{n \to \infty} U_\alpha(\alpha, \theta_n). \]

Since \((y, \eta) \in \mathcal{A}(x, \theta)\), then the left hand side is no smaller than \( U_\alpha(\alpha, \theta) \). On the other hand, the convexity of \( U_\alpha \) implies its continuity and, hence, that \( \liminf_{n \to \infty} U_\alpha(\alpha, \theta_n) = U_\alpha(\alpha, \theta) \). Taken together, this implies that \((y, \eta)\) is the minimizing trajectory associated to \((\alpha, \theta)\).
Next, for the sake of contradiction, consider a subsequence \((s_r(\theta_{n_k}))\) converging to some \(s_0 \neq s_r(\theta)\). For any \(\delta > 0\), we have \(y_{n_k}(s) = \alpha\) on \((-\infty, s_0 - \delta)\) for all \(k\) sufficiently large. Passing to the limit \(k \to \infty\), and then \(\delta \to 0\), we get that \(y(s) = \alpha\) on \((-\infty, s_0)\), and therefore \(s_0 \leq s_r(\theta)\).

We use the rigidity of the expression of the optimal trajectories from (5.7) in order to rule out possible jumps. Indeed, suppose that \(s_0 < s_r(\theta)\). Then, passing to the limit on the parameters \(A_{n_k}\) and \(B_{n_k}\) (up to another extraction), we get a polynomial function (in the variable \(\tau = e^{\tau_p}/2\)) which coincides with \(\alpha\) on \((s_0, s_0)\), due to the convergence of \(y_{n_k}\) to \(y\). This can only happen if \(A = B = 0\). In this case, \(s_r(\theta) = 0\). On the other hand, we find that \(A_{n_k}, B_{n_k} \to 0\), and, thus, \(s_r(\theta_{n_k}) \to 0\). This implies that \(s_0 = 0 = s_r(\theta)\), which is a contradiction. We conclude that the whole sequence \((s_r(\theta_{n_k}))\) converges to \(s_r(\theta)\). Therefore, \(\theta \mapsto s_r(\theta)\) is continuous.

The same conclusion holds for \(\theta \mapsto \eta(s_r(\theta))\) because \((\eta_{n_k})\) converges locally uniformly thanks to the \(H^1_{loc}\) estimate. 

As already discussed to motivate the statement in Lemma 7.11, we have \(s_r < 0\) if the endpoint is such that \(\theta < \theta^\circ\). In fact, the converse is true.

**Lemma 7.13.** If \(\theta \geq \theta^\circ\), then \(s_r = 0\).

**Proof.** We consider \(\pi = 1\) without loss of generality. To begin with, we collect some useful identities at the time of contact. By definition, we have \(y(s_r) = \alpha\) and \(\eta(s_r) = \theta_r\). By (5.7), Lemma 7.2, Lemma 7.3, and Lemma 7.9, we have,

\[
A e^{x_r}/2 = p(s_r) = \frac{1}{\theta_r}, \quad \text{and} \quad B + A^2 (1 - e^{x_r}) = q(s_r) = Q(\theta_r),
\]

which, with the usual notation \(\tau_r = e^{x_r}/2\), yields,

\[
A = \frac{1}{\tau_r \theta_r}, \quad \text{and} \quad B = Q(\theta_r) - \frac{1}{\theta_r^2 \tau_r^2} (1 - \tau_r^2).
\]

On the one hand, since \(y(s_r) = 4/3\), the expression for \(y\) in (5.7) implies,

\[
\frac{4}{3} \tau_r^3 = y(s_r) \tau_r^3 = \frac{4}{3} + 20A(\tau_r^2 - 1) + 2BA(1 - \tau_r^2)^2 + \frac{2}{3} A^3(1 - \tau_r^2)^3
\]

\[= \frac{4}{3} + 20 \left( \frac{1}{\theta_r \tau_r} (\tau_r^2 - 1) + 2 \left( \frac{Q(\theta_r)}{\theta_r} - \frac{1}{\tau_r^2 \theta_r^2} (1 - \tau_r^2) \right) \frac{1}{\tau_r \theta_r} (1 - \tau_r^2) + \frac{2}{3} \left( \frac{1}{\tau_r \theta_r} \right)^3 (1 - \tau_r^2)^3.\]

Multiplying both sides by \(\tau_r/(2(1 - \tau_r^2))\) and re-arranging the terms implies,

\[
\frac{\theta}{\theta_r} = 2 \frac{\theta - \tau_r^4}{3(1 - \tau_r^2)} + \frac{Q(\theta_r)}{\theta_r} (1 - \tau_r^2) - \frac{2}{3} \frac{1}{\tau_r^2 \theta_r^2} (1 - \tau_r^2)^2.
\]

On the other hand, since \(\eta(s_r) = \theta_r\), we have, from the expression for \(\eta\) in (5.7) and (7.25),

\[\tau_r^2 \theta_r = \tau_r^2 \eta(s_r) = \theta - 2(1 - \tau_r^2) \left( Q(\theta_r) - (1 - \tau_r^2) \frac{1}{\theta_r^2 \tau_r^2} \right) - \frac{1}{\theta_r^2 \tau_r^2} (1 - \tau_r^2)^2.\]

Re-arranging this to obtain an expression for the ratio \(\theta/\theta_r\), and then plugging it into (7.26) yields

\[
3 \frac{Q(\theta_r)}{\theta_r} = \frac{1}{\tau_r \theta_r^2} (1 - \tau_r^2) + \frac{\tau_r (\tau_r + 2)}{(1 + \tau_r)^2}.
\]

We have \(\theta_r(0) \geq \theta^\circ\) by Lemma 7.11. We deduce from the dynamic programming principle that \(\theta_r(\theta_r(0)) = \theta_r(0)\). From this observation, we can define \(\theta_0 = \inf \{\theta \mid \theta_r(\theta) = \theta\}\). We have \(\theta_0 \in [\theta^\circ, \theta_r(0)]\), and also \(\theta_r(\theta_r(0)) = \theta_0\) by continuity of the map \(\theta \mapsto \theta_r\) established in Lemma 7.12. Our goal is to show that \(\theta_0 = \theta^\circ\).

First, we notice that, as a simple consequence of the dynamic programming principle and the uniqueness of optimal trajectories, \(s_r(\theta_0) = 0\).
Next, consider a sequence of points $\theta_n \not\to \theta_0$. Note from the choice of $\theta_0$ that $s_\tau(\theta_n) < 0$, for all $n$. Then, (7.27) implies that
\[
3 \frac{Q(\theta_n(\theta_n))}{\theta_n(\theta_n)} = \frac{1}{\tau^2(\theta_n)\theta_n(\theta_n)^3}(1 - \tau^2(\theta_n)) + \frac{\tau(\theta_n)\tau(\theta_n) + 2}{(1 + \tau(\theta_n))^2}.
\]
We then let $n \to \infty$ and use the continuity of $\tau$, $\theta_n$ and $Q$ to obtain that
\[
3 \frac{Q(\theta_0)}{\theta_0} = \frac{1(1 + 2)}{(1 + 1)^2} = \frac{3}{4}.
\]
Due to the definition of $\theta^\circ$ in (6.1), this implies that $\theta_0 = \theta^\circ$, as claimed. Finally, it follows from the dynamic programming principle that $y(s) = o$ for all $s \in (-\infty, 0]$ when $\theta \geq \theta^\circ$. This concludes the proof that $s_\tau(\theta) = 0$ for all $\theta \geq \theta^\circ$.

\section{The complete picture of the trajectories - Proposition 6.2.}

\textit{Proof of Proposition 6.2.} There are a number of items to check.

(i) The existence of the contact time $s_\tau$ is a consequence of Lemma 7.1 and Lemma 7.4. The continuity of the map $\theta \mapsto y(s_\tau(\theta))$ is the purpose of Lemma 7.12.

(ii) The property $y(s_\tau(\theta)) \geq \theta^\circ$ is a consequence of Lemma 7.11.

(iii) The fact that $s_\tau = 0$ if and only if $\theta \geq \theta^\circ$ is a consequence of Lemma 7.11 and Lemma 7.13.

(iv) We can separate the dynamics on and off the line, respectively for $s \in (-\infty, s_\tau)$ and $(s_\tau, 0)$.

On each interval, the Lagrangian is continuous and so the classical theory can be applied. Moreover, $(y, \eta, p, q)$ is globally continuous provided we define $p(s) = \pi/\eta(s)$ for $s \leq s_\tau$, as shown in Lemma 7.2 and Lemma 7.3. As a by-product of the classical theory, we have in particular $U_\alpha(\pi, \theta) = -\mathcal{H}_\alpha(\pi, \theta, p(0), q(0))$. (v) The derivation of the first integral of motion $q(s) = Q_\alpha(y(s))$ is the purpose of Lemma 7.9.

(vi) The formula for $A$ at the contact time is clear (see, e.g., (7.7)). The formula for $B$ follows from the continuity of $q$ along with the matching condition at $s = s_\tau$ coming from the combination of (5.7) and Lemma 7.7.

\section{Conclusion and perspectives}

We have shown a weak propagation result for the cane toad equation (1.3). More precisely, we have proven that the front spreads slower than the linear problem without saturation. In fact, the linear problem was previously shown to spread as $(4/3)t^{3/2}$, in contrast to the rate $\alpha^\ast t^{3/2}$, where $\alpha^\ast \approx 1.315$, obtained here. However, our spreading result is quite weak, and oscillatory behavior could not be ruled out.

Dumont performed intensive numerical computations on a large domain to investigate the long time asymptotics of (1.3). The methods and the results are described in the following appendix. He does not report any oscillatory behavior. The spatial density appears to be monotonic non-increasing with respect to the space variable. In addition, all level lines propagate at the same rate $O(t^{3/2})$ with the same prefactor. Furthermore, the numerical spatial density converges to a Heaviside function with unit saturated value $1_{(-\infty, \alpha^\ast t^{3/2})}$ in the self-similar spatial variable $x/t^{3/2}$, for some numerical critical value $\alpha^\ast$.

This suggests that Theorem 1.2 could be strengthened towards a strong spreading result stating that all level lines propagate as $\alpha^\ast t^{3/2}$. Accordingly, we conjecture that the value function $U_{\alpha^\ast 1}$ is a good candidate to describe the asymptotic behavior associated with the exponential ansatz discussed in Section 2 as $t \to \infty$. An alternative would be to seek a stationary profile adapted to the various scales of the problem, as discussed in Figure 11.
We are not aware of any other reaction-diffusion problem related to the Fisher-KPP equation where the saturation term hinders the propagation at first order. Usually, the non-linear term acts on the next order correction of the front location, as in the Bramson logarithmic delay [23, 41, 20, 53]. Our analysis unravels the interplay between unbounded diffusion, curved trajectories due to the twisted Laplacian $\theta \partial_x^2 + \partial_y^2$, and non-local competition among individuals at the same location, but having different dispersal abilities, as shown in Figure 3. We believe that the methodology developed here could be extended to other related problems.
Figure 10. One level line of the function $U = -t \log f$ is plotted for successive times $t = 100, 200, 300, 400, 500, 600, 700$ with respect to the original variables $(x, \theta)$ in (A) or with respect to the self-similar variables $(x/t^{3/2}, \theta/t)$ in (B). One clearly sees the joint propagation in $(x, \theta)$ towards larger $x$ and higher $\theta$. Moreover, the function $U$ seems to converge to a stationary profile in the self-similar variables, in agreement with the heuristic argument of Section 2 that $u_h \to u$ where $u_h$ is given by (2.1), $u$ solves (2.2), and $u$ and $U$ are connected by a change of variables as in Section 4.3.

Appendix A. Numerical computations of the long time asymptotics

The numerical approximation of the Cauchy problem (1.3) raises several challenges:

1. Handling the non local reaction term with an implicit scheme would result in full non linear systems to be solved at each time step.
2. But as time $t$ increases, diffusion triggers faster and faster time scales as the solution propagates in $x$. Therefore, an implicit stable discretization seems necessary [40].
3. Experience shows that a large domain and a thin discretization is necessary to achieve good spreading numerical results. Thus, the numerical simulation, whatever the method opted for, requires a large amount of computing time, even with a parallel procedure. A strategy for reducing the computing time appears to be necessary.

A.1. Methods. I opted for standard operator splitting techniques. These techniques date back to the 1950’s. However, it has been shown recently that they are well adapted to difficult and even very stiff problems [30, 31]. Being given an initial value and a time step $h$ for the problem $df/dt = Lf + R(f)$, decomposed into the linear (diffusion) part and the non-linear (reaction part), I advance from time $nh$ to time $(n+1)h$ by solving only partial problems: $L_h : df/dt = Lf$ and $R_h : df/dt = R(f)$ during the time step $h$. Denoting by $f_n$ the numerical solution at time $nh$, the Strang scheme [57]

$$f_{n+1} = L_{h/2} \circ R_h \circ L_{h/2} (f_n)$$

is of order 2 provided $L_{h/2}$ and $R_h$ are also approximated by numerical schemes of order 2. It can be generalized to three operators [31], keeping order 2. Define the three partial problems as:

$L_h^k : df/dt = \theta \partial^2 f/\partial x^2$, $L_h^k : df/dt = \partial^2 f/\partial \theta^2$, and $R_h : df/dt = R(f)$, and the corresponding
(a) The numerical function $\rho(t, x)$ is plotted for successive times at regular intervals. (B) The spatial density converges to a Heaviside function in the self-similar variable $x/t^{3/2}$, in agreement with the analysis performed in the article. (C) The same curves are plotted, but in the frame centered at the abscissa $X_{1/2}(t)$ corresponding to the value $\rho = 1/2$. Increasing times are figured by an arrow. The front flattens as time increases. (D) By playing with scales, I found that the typical width of the front is of order $t^{1/2}$, as all curves are superposed in this frame.

Strang scheme as follows

$$f_{n+1} = L_{h/2}^x \circ L_{h/2}^0 \circ R_h \circ L_{h/2}^0 \circ L_{h/2}^x (f_n).$$

A.1.1. Numerical computation of each sub-problem. I approximated the operators $L_{h}^x$ and $L_{h}^0$ using the Crank-Nicolson method, which is of order 2 and A-stable [40]. The non-local reaction term $R_h$ is non stiff and was approximated by a second order explicit Runge-Kutta method (RK2) [39].
The spatial discretization was made via second order finite differences, on an uniform grid of size $N_x \times N_\theta$. Notice that $L^h_L$ and $L^h_R$ can be decomposed further in independent sub-problems acting respectively on the rows and on the columns of the finite difference grid. Hence, each sub-problem boils down to solving banded tridiagonal linear systems. Hence the cost of advancing one step in time these two discrete operators reduces to only $O(N_x \times N_\theta)$. Moreover the sub-problems of $L^h_L$ and $L^h_R$ can be computed in parallel.

The non-local reaction term $R_h$ involves the rate of growth $1 - \rho(t,x) = 1 - \int_1^{\infty} f(t,x,\theta)d\theta$ which does not depend on $\theta$. Hence, it can be computed in parallel for each value of $x$ on the grid.

### A.2. Results

Starting from an initial datum as in (1.4), but restricted to the positive values of $x$, the spatial propagation was observed in the long term with rate $O(t^{3/2})$. The numerical value of the prefactor seems to converge to a value lying between 1.34 and 1.35. This looks misleading. However, it is known that the numerical computation of spreading for monostable travelling waves are challenging, even for the basic equation (1.1). In particular, the speed of the wave is difficult to estimate accurately in the latter problem.

The analysis performed in this article suggests that accurate numerical schemes should be developed on the auxiliary function $u = -t \log f$, in the self-similar variables, in order to match with the ansatz in Section 2 and Section 4.3. I checked that the numerical approximation of $u = -t \log f$ did converge in self-similar variables to a stationary function (Figure 10). This stationary solution is likely to be an approximation of the value function $U_\alpha$. There is indeed a good match (comparison not shown).

To investigate further the consistency of the analysis performed in the article, I checked whether the spatial density $\rho(t,x)$ resembles a Heaviside function $\mu I_{(-\infty, \alpha \overline{t}^{3/2})}$. First, I noticed that, despite the lack of maximum principle, the numerical spatial density $\rho(t,x)$ remains below the unit carrying capacity: $\rho \leq 1$. Moreover, it is monotonic non-increasing in space, and non-decreasing in time, see Figure 11. The numerical results suggest that the spatial density indeed converges to the Heaviside function $I_{(-\infty, \alpha \overline{t}^{3/2})}$, where the critical value $\alpha_h$ depends on the numerical approximation of the scheme.

No stationary behavior seems to be reached in the long term asymptotics (Figure 11C). More precisely, the shape of the front flattens as time increases. The typical width appears to be of order $O(t^{1/2})$.
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